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Extractfrom the course outline for discipline "Mathematics", study program 
"Applied Information Technologies in Economics" 

13. Mathematics (600 academic hours) 
o· · r ISClp me contents: 

Fundamentals of theory of sets. 
Statements from logical algebra. 
Predicates. Boolean algebra. Logical formulae. 
Combinatorics. 
Vectors in Euclidean space. Norm ofvector. Scalar product. Linear independency. 
Basis vectors. 
Matrixes. Matrix manipulation. Commutativity. 
Matrix determinant. Properties of determinants. Minors. Calculation of determinants. Matrix 
grade. 
Systems of linear equations. Cramer fonnula. Gauss method. Concept of ill-
conditioned systems. 
Linear operators. Representation by matrices. Eigen pairs. Reduction to eigenvector 
basis. 
Quadric forms. Positive and negative definite forms and matrixes. Reduction to sum of 
squares. 
Function limit. Concept ofinfinitesimal value. Fundamental theorems oflimits. 
Remarkable limits. 
Continuity of function. Fundamental theorems of continuous functions. 
Differentiation. Calculation of derivatives on the basis of differentiation. Table of 
derivatives. Higher derivatives. Differential. Theorems of derivation of functions. 

Derivatives of composite function, inverse function, implicit function, parametrically 
prescribed functions. 
Mean-value theorems for differentiable functions. Formula offinite increments. L'Hospital 
ru le. 
Taylor formula. EvaJuation ofresidual member. Application for approximate 
computation of function val u es and computation of limits. 
Study of functions (increase, decrease, extremums, convexity, asyn1Q_totes) 
Conceot of a graoh. 
Oriented and unoriented graphs. 
Euler problem. Travellin.g salesman problem. 
Util.ization of graphs. 
Concept of a primitive. Properties of indefinite integral. Tab le of integrals. Methods of 
immediate integration. Simplest changes of variable. 
lntegration of fractional rational functions. Integration by patis. 
Integrals, reduced to integration of ratio nal functions. Integration of irrationalities. 

Riemann sum. Riemann integral. Properiies of definite integral. lntegrability of 
continuous functions. Fundamental theorem of calculus. Change of variable in 
definite integral. 
Lntegrals, depending on parameter. Differentiation of an integral with respect to a parameter. 

Applications of definite integral: calculation of areas of planar figures , are curve length, 
volumes and areas ofthe surfaces ofsolids ofrevolution. 
Improper inte,grals. Absolute convergence. Simplest convergence criteria. 
Definition of the function of multiple variables. Contour lines. Limit and continuity. 
Partial derivatives, partial and total differential. Derivatives and 
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differential of hi!!her orders. Derivative by direction. 
Differential operators: gradient, divergence, curl. 
Taylor formula for function oftwo variables. Ext:remums offunctions oft:v,ro variables. 
Necessary and sufficient conditions. 
Concept of a double integral. Reduction to iterated integral. Change of variables in a double 
integral. Simplest applications. 
Definition of a complex number. Complex plane representation. Operations with complex 
numbers. Trigonometric representation. Extraction of a root. Moivre formula. Euler formula. 

Concept of numerical series. Convergence and divergence. Necessary convergence 
criterion. Comparison criterion. O' Al em beit criterion. Cauchy, integral. 
Alternating series. Leibniz criterion. Alternating series. Absolute and conditional 
convergence. 
Functional series. Domain of convergence. Integration and differentiation offunctional series. 
Power series. Radius of convergence. Taylor series. 

Orthogonal and orthonormal systems offunctions. Fourier series. 
Trigonometric series. Convergence. 
Concept of ordinary differential equation. General and particular solutions. Initial data. 
Cauchy problem. Simplest differential equations. 
First order equation. Existence and uniqueness of the solution. Equations with separable 
variables and reduced to them. Equations, allowing reduction of order. 

Linear differential equations. Principle of superposition. Linear 
equations of first order. Method of variation of parameters. 
Linear equations with constant coefficients. Equations of second order. Sol uti on of 
nonhomogeneous equations with special right members. 
Laplace t:ransformation. Operator calculus. Application for solution of linear 
nonhomogeneous equations. 
Systems of linear differential equations with constant coefficients. Matrix method of 
solution. Phase plane. Stability and instability of solutions. 

Concept of function of a complex variable. Limit and continuity of function. 
Differentiability of the function of a complex variable. Cauchy-Riemann ratios. 
Regular functions. Configuration integrals. Integral Cauchy formula. 
Principle of analytic continuation. Continuation of main elementary functions into complex 
domain. Euler formula. 
Fourier series in complex form . Fourier transformation. Inverse transformation. Concept of 
spectral analysis. 
Linear n01·med spaces. Metric spaces. Norm as the basis of obtaining approximate solutions 
in computational problems. Mostly used norms in finite dimensional and function spaces. 

Variational calculus. Brachistochrone problem. Lag~·ange lemma. 
Simplest variational problem. Euler equation. 
Free-terminal-state problem. Isoperimetric problem. 
Lagrange problem. 
Concept of fuzzy sets. Main operations. 
Fuzzy logics. Fuzzy statements. Fuzzy formulae. l 

References: 
l. N.Sh. Kremer, etc. Advanced Mathematics for Economists. - Moscow: Banks and Stock 

Exchanges, 1998. 



2. G.I. Moskinova Discrete mathematics. Mathematics for the manager in the examples and 
exercises.- Moscow: Logos, 2010. 

3. V .K. Romanko Course of differential equations and variational computation. - Moscow: 
Laboratory of Basic Knowledge, 2000. 

4. D. Pismetmiy Summary of lectures in Advanced Mathematics. - Moscow: Iris Press, 2004. 

5. N.S. Piskunov Differential and Integral Calculus.- Moscow: Science, 1978. 
6. G.M. Fikhtengolts Course ofDifferential and Integral Calculus.- Moscow: Laboratory of 

Knowledge, 2003. 
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Exract from the course outline for discipline "Probability Tlteory", 
study program "Applied Information Technologies in Economics" 

16. Probabilitiy theory and mathematical statistics (115 academic hours) 

Discipline contents: 
Theory ofprobabilities and mathematical statistics. Probability, classical notion . 
lmmediate computation. Probability of an opposite characteristic. Transitional probability. Dependent 
and independent characteristics. Probability ofproduct and sum. Compatible and incompatible 
characteristics. 

Elements of combi11atorics, placement, repositioning, combination. Unequally possible results. 
Geometrical probabilities. Algebra of characteristics (sets). Essence and conditions of usability of the 
theory ofprobabilities. General concept ofprobability, Kolmogorov axioms. 
Probabilistic space. 

Formulae of total probability and Bayes's fonnulae. Series ofhomogenous independent tests. 
Bemoulli distributions and polynomial fonnula ofprobability. Asymptotic formulae of Poisson and 
Laplace. 

Random variables and ways oftheir description. Discrete random variables. Series of distribution of 
probabilities. Examples. Continuous random variables. Density function. Even and normal 
distributions. Expectation, dispersion and other characteristics of random variables. 

Distribution function, its prope1ties. Probability ofrandom variable value hitting the interval. Gauss 
and Laplace functions . Transfonnations ofrandom variables and their distributions. 

Chebyshev inequality. Law oflarge numbers and its consequence. Chebyshev, Bemoulli, Borel, 
Kolmogorov theorems. Central limit theorem. Laplace integral theorem as a consequence of the central 
theorem. 

Random vector, its distribution. Conditional distributions. Covariance and its properties, correlation . 
Correlation coefficient and its properties. 

Random processes. Markov chains and their utilization in the simulation of social and economic 
processes. Markov theorem. 

Mathematical statistics. Entire assembly and samples, representativeness and other characteristics. 
Variation series, polygon and histogram, their characteristics. 
Statistical methods ofprocessing experimental data. Polygon and histogram. 
Statistical estimation. Point statistical estimations, consistency, nonbias, effectiveness. 

il1terval estimations for expectation, dispersion, probability. Verification of statistical hypotheses. 
Hypotheses on means. 

Significance of the discrepancy between means. Multidimensional methods of estimation and statistical 
comparison. Dispersion analysis. 

Verification of the hypothesis on the law of distribution of a randoin variable, Pearson concordru1ce 
test. Peculiarities of statistical analysis of quantity and quality indicators. Sea! ing methods in 
processing of quality characteristics. 

Simple regression. Least squares method. 

Multiple regression. Multiple coJTelatively regressive analysis. 
Multidimensional statistical analysis. Dimensionality problem in multidimensional methods of 
research. Reduction of the num ber of dimensions, component analysis, factor a11alysis, el us ter analysis. 

Classification without training. Discriminatory analysis. Classification with training. Canonical 
conelation. Multi p le a11alysis of covariance. 



Modem packages of application programs of multidimensional statistical analysis. Utilization 
of multidimensional statistical methods in social and economic stud i es. 

References: 

1. N .Sh. Kremer Theory of probabilities and Mathematical Statistics. - M.: UNITY, 2002. 
2. V.P. Panteleyev Probability and Statistics in problems. Murmansk: MSTU, 2008. 
3. Probabilistic and statistical methods under the editorship ofYu.D. Maximov- St. 

Petersburg: Ivan Fyodorov, 200 l . 
4. L.I. Nivorozhkin, Z.A. Morozov et all. Fundamenta Is of Statistics with elements of 

the theory of probabilities for economists.- Rostov-on-Don: Phoenix, 1995. 
5. V.A. Valentinov Econometrics.- M.: Dashkov and Co., 2007. 
6. K. Dougherty Introduction to Econometrics.- M.: INFRA -M, 1999. 
7. S.A. Aivozyan, V.S. Mhitaryan Applied Statistics and Fundamentals of 

Econometrics.- M.: UNITY, 1998. 
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Extract from the course outline for discipline "Theory of systems and system 
analysis", study program "Applied Information Teclmologies in Economics" 

17. Theory of systems and system analysis (115 academic hours) 
o· r Iscm me contents: 
Jntroduction. Infonnational approach to systems analysis. Fundamentals of system analysis: 
System and its properties, descriptive and constructive definitions in system analysis. Principle 
of simulation, consistency and complexity. Models and simulation, object, subject and 
environment. Measurement and types of scales. 
Concepts of goal and laws of goal formation. System as part of the environment; goal 
definition; laws of goal formation, goal in system analysis. Problem formulation. Detection of 
goals. Formation of criteria. System as the means of reaching the goal. Methods of analysis of 
goals and functions of control systems. 
Types and forms of presentation of structures. System as the total of elements. Types and 
forms of presentation of structures of goals (net structure or a net, hierarchic structures (strata 
and echelons). Efficiency of structures. Principles of feedback. Connections: direct and 
reverse. 
Systems and laws oftheir functioning and development. Nations, characterizing functioning of 
systems: condition, behavior, controllability, reachability, stability, equilibrium, 
functioning, growth and development. Stat i stie and dynamic models of systems. Transition 
processes. Laws of development in time. Functioning of systems in the conditions of 
uncertainty, management in risky conditions. Laws of interaction between the part and the 
whole. Laws of hierarchic order. Classification of systems, elements of the theory of adaptive 
systems. 

Constructive definition of economic analysis. System description of economic analysis. Model 
as the means of economic analysis. Principles of development of analytical economic and 
mathematicalmodels. 
Mathematical models and forecasting. Setting a task ofbuilding a mathematical model. 
Methods and models of the theory of systems. Analytical and experimental approaches to 
building of economic and mathematical models. Concept of simulation modeling of economic 
processes. Forecasting. Extrapolational approach to forecasting. Model approach to 
forecasting. Method of experimental estimations in forecasting. Factor analysis of financial 
stability in utilization of ordinal scale. 

Methods of organization of complex expert reviews. Analysis of informational resources 
Development of the systems of organizational management 

References: 
V. V. Kachala Fundamentals of the theory of systems and system analysis. - M.: Hotline ­
Telecom, 2007. 

2 V.N. Volkova, A.L. Denisov Fundamentals of the theory of control and system analysis. - St. 
Petersburg: SPb STU, 2003 . 

3 lntroduction to system analysis: Learning aid for bigher educational institutions by F.l. 
Peregudov, F.P. Tarasenko- M.: Vysshaya shkola, 2002. 

4 N.E. Kobrinskiy, E.Z. Maimi.nas, A.D. Smimov Economic Cybemetics- M.: Economics, 2002. 
5 A.P. Kolesnik Computer systems in finance management. - M.: Finance and Statistics, 2004. 
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Extract from the course outline for discipline "Researclt of operations ", 
study program "Applied Information Teclmologies in Economics" 

18. Research of operations {120 academic bom-s) 
n· · r t t ISCtp me con en s: 

Linear programming. Graphic method and simplex method ofresolution ofthe problems of 
linear programming. Transport problem of linear programming. 
lnteger programming, branch and bound method. 
Elements of the games theory. 
Matrix games, cooperative games. Game price. Sol uti on of antagonistic games in pure and 
mixed strategies. 
Graphic solution. Analytical solution. 
Garnes with nature. Bayes, Laplace, Wald, Savage, Hmwitz critetia. 
Dynamic programming. 
Model of the problem of dynamic programming, Bellman optimality equation. 
Problem of capital distribution for l and 2 years. Problem of equipment replacement. 
Network programming. 
Travelling salesman problem, transport problem in network presentation. 

Network planning. Graphs. Plotting of a network gra ph. Time parameters of networks. Definition 
of critical time. Time reserves. 
Systems of mass servicing. 
Basic notions. Classification of the systems ofmass servicing. Concept ofMarkov random 
process. 
Closed and open-end queuing systems. 
Jnteger programming. 
Problem ofbuilding the optimal whole line of products. Branch and bound method. 

Non-linear programming. Operations function. Cobb-Douglas function. 
Analytical, geometrical methods. Method ofLagrange multipliers. 

References: 
l. Higher mathematics for economists: Te)l.1:book for higher educational institutions. Under editorship 
ofprofessorN.Sh. Kremer.- M.: Banks and stock exchanges, Unity, 1997,2007. 
2. Problem book for higher mathematics for economists: Leaming aid under editorship of V .L 
Erma.kov M.: Jnfra, 200 l, 2003, 2005. 
3. M.S. Krass Fundamentals ofMathematics and its applications in economic education: Textbook 
for higher educational institutions. - M.: Del o, 200 l , 2003. 
4. N.I. Ya.retenko Mathematics. Research ofoperations: Method guidelines and 
tasks.- Murmansk: MSTU, 2005. 
5. l.K. Volkov Research of operations.- M.: MSTU named aftre N.E. Bauma.n, 2000. 
6. E.S. Venttsel Research of operations.- M.: Science, 1988. 
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Extract from the course outline for discipline "Fundamentals of control tlteory", 

study program "Applied Information Technologies in Economics" 

19. Fundamentals of control theory (120 academic hours) 
n· · r t ISClp me conten s: 

Con ei se historical data on the control theory. General characteristics of control facilities and 
control systems. Basic concepts and definitions of the control theory. 
Classification of control systems 
Essence and tasks of regulation in control systems. Peculiarities of regulation schemes of 
complex control facilities. Control laws 
Mathematical description of control systems 
Structural diagrams of control systems 
Stability of control systems 
Stabilization in control systems 
Quality ofregulation in control systems 

References: 
1. Control theory: Textbook Yu.P. Alexeyev et ai. M.: Rags, 2008. 
2. V.V. Kachala Fundamentals of control theory.- M: Hotline- Telecom, 2007. 
3. V.G. lgnatov Control theory: course oflectures. - M., R-n/D: MarT, 2009. 
4. N.E. Kobrinskiy, E.Z. Maiminas, A.D. Smirnov Economic Cybernetics.­

M.: Economics, 2002. 
5. A. A. Feldbaum, A.T. Butkovskiy Methods of automatic control theory. -M.: Science, 2001. 
6. A.P. Kolesnik Computer systems in finance management.- M.: Finances and Statistics, 

2004. 
7. V.P. Volkova, A.A. Denisov Fundamentals ofcontrol theory and system analysis. -SPb: 

Publishing house ofSPb, 2003. 
8. F.I. Peregudov, F.P. Tarasenko Introduction to system analysis: Learning guide for higher 

educational institutions.- M.: Higher school, 2002. 
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Extract from the course outline for discipline "High-levet metlwds of 
Information Technology and Programming", 

study programme "Applied Information Teclmologies in Economics" 

20. High-Ievel methods oflnformation Technology and Programming (187 
academic hours) 

Discipline contents: 
Fundamentals of object-oriented approach to programming and programming language C# 

I ntroduction. 
Newest directions in the area of creation of programming teclmologies. Laws of software 
evolution. Key direction of development of software tools. 

Main programming paradigms. Structural (modular), object-oriented and logical. 
Programming in the environments of modem information systems: creation of mod u lar 
programs, elements of the theory of modul ar programming, object-oriented engineering and 
programming. 
Programming languages: structural, object-oriented and logical. 
Object-oriented approach to engineering and development of programs. 
Essence of object-oriented approach. Object data type. Variables of object type. 
Encapsulation. Polymorphism. Classes and objects. Object-oriented engineering and 
unified language of simulation. 

Overview ofprogramming language C#. Language history. Structure ofapplication program 
C#. Application execution. Software development environment VS .NET. 
Variables and expressions: Variables. Simple types. Names ofvariables. 
Literal values. Declaration of variables and assignment of values to them. 
Mathematical operators. Assignment operators. Precedence of operators. 
Namespaces. 
Cycles and logic. Logical assignment operators. Operators' precedence with additions. 
Ternary operator. Operators "if" and "switch". Arrangement of cycles. 
Cycles "do, while, for". 
Amounts and strings. Definition, initialization and utilization of amounts. Strings. 
String literals, creation of String objects and their utilization. 
Functions. Description and utilization of functions. Sphere of action of variables. Function 
"Main()". Overload offunctions. Delegates. 
Object-oriented programming in C# 

Definition of classes. Constructors, destructors and "collection ofwaste". lnterfaces and 
abstract c Iasses. Definition of members of classes. Variables, methods, their determining and 
access to them. Detennining and utilization of classes. Overload ofmethods. Control of 
access to members of c Iasses. 
Expansion of c Iasses and inheritance. Utilization of existing classes. 
Inheritance of classes and inherited members of classes. Polymorphism and multiple 
inheritance. Abstract classes and interfaces. Nested classes. 
Exceptions. Types, processing and objects of exceptions. Definition of personal exceptions. 

Operation with files. Files and stream input/output. Classes for input and output. 
Observation of the condition of file structure, asynchronous access to files. 
Graphic user interface and graphic abilities of C#. Operation with databases 

Peculiarities of programming in windowed operation environments. Architecture 
Modei-Presentation-Controller (MV C). 



Utilization of control elements of Windows Forms. Tool panel. 
Control elements: marks, buttons, lists, menu, panels. 
Processing of events. Programs, controlling events. Process of events processing. 
Classes of events. Processing of semantic events and utilization of actions. Creation of user 
intetfaces. 
Graphic abilities of C#. Utilization of architecture model/presentation. 
Drawing on a component. Geomet:Iic figures and control over them. 
Graphics and multimedia in C#. Extended graphic interface. Graphic functions, used by 
applications .NET. 

Operation of databases. Concepts and tenninology. Suppott by .NET of manipulations of 
databases. lntroduction to SQL. Technology ADO.NET. Tools ofVisual Studio.NET for 
creation of connections of data bases. Utilization of c Iasses of ADO.NET for execution of queries to 
databases. 

References: 
l. T.A. Pavlovskaya C/C++. Programming in the language of high leve!: textbook for higher 

educational institutions.-SPb: Peter, 2001. 
2. T.A. Pavlovskaya C/C++. Programming in the language of high leve!. Practicum.- SPb: Peter, 

2002. 
3. H.M. Deitel How to program in C-M.: Binom, 2000, 2002. 
4. G.Shildt C#: training course.- SPb: VHV, 2003. 
5. V.A. Billig Fundamentals of programming in C#.- INTUlT.ru, 2006. 
6. A.L. Marchenko Fundamentals ofprogramming in C# 2.0.- INTUIT.ru, 2007. 
7. Ch.A. Kariyev Development of Windows applications based on Visual C#.- INTUlT.ru, 2007. 
8. H. Deitel et al. C#. - SPb.: BCh V -Petersburg, 2006. 
9. V.V. Labor, C Sharp: Creation ofapplications for Windows.- Mn.: Harvest, 2003. 
10. K.Watson et al. C#.- M.: "Lori", 2005. 
11. G. Shildt Comprehensive Reference on C#. - M: Publishing House "Williams", 2004. 
12. G. Prociz Programming for Microsoft.NET.- M.: Publishing-Trading House "Russkaya 

Redaktsiya", 2003. 
13. E. Troelsen C# and platform .NET. Library of a programmer.- SPb.: Peter, 2006. 
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Extract from tite course outline for discipline "Statistics", 

study program "Applied lllfornuztion Teclmologies in Economics" 

31. Statistics (102 academic hours) 
n· · r tsctpl me contents: 

Statistics as a science: subject, method, objectives and organization of statistics. Statistical 
information. Sources of statistical information. 
Statistical observation. Forms, types, ways of observation. Statistical measurement and 
observation of social and economic phenomena. 
Statistical summat)' and grouping of materials of statistical observations. Types of summaries 
and groupings. Rows of distribution. 
Statistical tab les. Graphic image of statistical data 
Statistical indicators. Classification, kinds and types of indicators, u sed 111 statistical 
measurements, ru les of building statistical indicators. Absolute and relative values, mean values. 
Variation and indicators of its size and intensiveness. 

Random observation. 
Statistical studying of interconnection of social and economic phenomena. Types of connections. 
General characteristics of the methods of connection measurement. Concept of regression and 
correlation. 

Statistical studying of the dynamics of social and economic phenomena. Series of dynamics and 
their types. Comparability in the series of dynamics. Indicators of the series of dynamics. 
Analysis of the series of dynamics. Interpolation and extrapolation in the series of dynamics. 
lndex method of statistical research. lndices and their types. System of interconnected indices. 
Aggregate indices. Rules ofbuilding indices. Average indices from individual indices. Indices 
of medium leve l. 
General issues of analysis and generalization of statistical data. Multidimensional statistical 
analysis. Statistical methods of modeling and forecasting of social and economic phen omena. 

Macroeconomical Statistics as a social science. Statistics of products. 
Statistics of the la bor 
Statistics of national wealth. Statistics of basic assets and circulating funds. 
Statistics of products and their production c ost 

Statistics of fmances. Statistics of state finances. Statistics of state budget. Statistical analysis of 
state finances. Methods of financial and economic calculations and their utilization in statistical 
analysis. 

Statistics of marketing, market infrastructure. Statistics of living standards and technological 
,progress. Statisticalmethods of studying living standards. 
Subject, method and objectives, modem organization, system of indicators of the 
statistics of entrepreneurship. Statistics of prices. Statistical indicators of inflation and 
pnces. 
Statistics offunds circulation, credit, stock exchange activity and insurance. 
Statistical indicators of funds circulation, credit, stock exchange activity and insurance. 

Statistics of the finances of plants and companies. System of statistical indicators of financial 
activity of plants and companies. Analysis of the efficiency of functioning of plants and 
companies, of economic situation. 

References: 
1. G.L. Gromyko Theory ofStatistics.- M.: INFA-M, 2005. 
2. V.M. Gusarov Statistics: !emning aid for higher educational institutions.- M.: UNITY -DIANA, 
2006. 
3. I.L Eliseyeva General theory of Statistics. - M.: Fi.nances and Statistics, 2006. 
4. V.N. Sal in, V.G. Medvedev Macroeconomic Statistics.- M.: Delo, 2004. 



5. R.A. Shmoilova Theory ofStatistics.- M.: Finances and Statistics. -2005 
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E~tract from tite course outline for discipline "Mathematics", study program "Ap p lied 
Information Tecluwlogies in Economics" 

32. Mathematical economics (102 academic hout"S) 

Discipline contents: 

Economics as object ofmathematical modeling. Macroeconomic production functions. Their application . 
Compounding and discounting: time and uncertainty as affecting factors. Equivalent interest rates. 
Effective rate. Adjustment for inflation. Simple and compound interests. 
Financial equivalence of obligations. Credit calculations: equal interest: repayment of debt by equivalent 
sums; equivalent term payments; fund generation. Calculation of annuities. Continuous compound ing and 
discounting. Change of contract, substitution of payments. Restructuring of loan . Mortgage loans. 
Investment processes assessment: Net present value; cost effectiveness; payback period: internat rate of 
retum; overhead costs index. Rents. Conversion of rents. Yield curves. Pre- and postnumerando. 
characteristics offinancial instruments (stock, non-coupon bonds, bonds with regular payment of intere t, 
perpetua! stock, bank deposit cettificates, state short-term non-coupon bonds). 
Risks and their measures. Income utility function. Risk mitigation. Ri sk portfolio optimization task 
model. Efficient pottfolio with riskless component task; theorem on investing in two funds. Market 
portfolio. Diversification of investments and variance of income. Equivalence equation . 
Actuary. Bayes decision rule. Single risk premium; distributed risk; cornbination insurance; ri sk loading; 
complex solution of main actuarial tasks. lncorporation of distributed ri sks. Confidence theory. Modcl : 
Bayesian credibility, Buhlmann-Straub model. Probable characteri stics of life expectancy: De Moivre 
model, Hompertz model, Makeham model, Weibull model and Erlang model. E lements of utility theory. 
Notion of credible estimations in insurance. 
E lements of actuarial mathematics. Ruin problem: ruin probability: compound Poisson processes; 
Lundberg inequality; impact of reinsurance on ruin probability. Insurance. Conceptual problems of 
stability estimation. 
Mathematical programmtng m economics: linear programmmg; simplex method; transport tasks; 
Nonlinear programming; dynamic programming. Pareto principle. Leontiev static and dynamic models. 
Leontiev theorem. Dual model. Profitability . Neumann model. Kuhn-Tucker conditions. Sensitivity 
analys is. 
Basics of managerial decisions in economics modeling; optimization models of economic dynamics; 
mathematical model of optimal controlled processes; general definitions of optimal control problem for 
unintermpted and discrete processes, their comparative analysis. Optimal control of dynamic systems. 
Pontryagin ' s maximum principle. Linear dynamic systems stability. Conditions of economics stability by 
way of Samuelson-Hicks model. 
Single-product macromodel of the best possible development of economics. Single-sector model of the 
best possible economic growth. Stagnation modeling. Consumers' preferences. Utility function . 
Lagrangian method for multistep processes: optimization of capita( investments distribution between 
enterprises by way of dynamic programming. 
Analysis and synthesis of dynamic systems. Transfer function of series and parallel connection. Transfer 
function of closed loop. Introduced production capacities development model. Model of equilibrium price 
fixation. Single-nomenclature system of reserves management as oscillatory link. 
Keynesian dynamic model. Samuelson-Hicks model. Economics by way of Keynesian dynamic mode l as 
inertial element. Transfer functions. Characteristics of dynamic element. Economics by way of 
Samuelson-Hicks model as linear dynamic element of the second order. lntroduction of multiplier and 
accelerator to feedback loop with Keynesian dynamic mod el. 
Nonlinear dynamic systems. Business cycles in economics. Goodwin model. Solow model. Stationary 
trajectories. Transition mode in Solow model. Types of convergence of capital-labor ratio lo slationary 



value. Golden rute of accumulation. Considera.tion of time delay putting into operation assets on Solow 
mod el. 
Models of microeconomics: Slutsky equation; Evans model; Walras model. Model of two-commodity 
company using two types of limited resources. Cobweb model with demand lag. Cobweb model with 
supply lag. 
Models of analysis, prognosis and management of economics: evolutionary models of technological 
progress; logistical curves; substitution curves; Perl's and Hompettz's curves. Business cycle models of 
Samuelson-Hicks and Teves. lnflation modeling. Forecasting of currency crises. 

References: 

l. E.M.Chetyrkin Methods of financial and commercial calculations. - M.: Del o, 1995. 

2. E.M.Chetyrkin Financial mathematics: Textbook for higher educational institutions. - M.: Delo, 

2003. 

3. E.M.Chetyrkin Financial mathematics: Textbook for bigher educational institutions.- M.: Delo, 

2005. 

4. V.V.Kovalev. V.A.Ulanov Course offinancial calculations.- M.: Finances and Statistics. 2001. 

5. V.A. Kolemaev Mathematical economics. - M.: Unity, 2005. 

6. M. l.Levin Mathematical models of economic cooperation.- M.: Phizmatlit: Nauka. 1993. 
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33. Simulation modcling of economic pi'Occsscs (68 academic hours) 
o· · r tsctpltnc contcnls: 

lntroduction. Logical, physica l and cconomic-mathematical modeling. 
Conccpt ofSM. Uti liz.ation ofSM. Subjecl and contcnt of the coursc. Conncclion of the 
coursc \\ ith othcr disciplincs. 
Areas ofapplication ofSM. Classification ofSM. 
Modcling of'proccsscs. Charactcristic pcculiaritics. Conditions ofutilization. 
Problem arcas: inlerpretation. diagnostics. fon.:ca~ting, engineering. plannmg. control. Othcr 
arcas of5M utili.rotion: CAD. tcachmg systems. multi-ell\-ironments. 

Objccuves of SM. Component parts of SM. limits of capabilitics of classical mathcmatit..:al 
mcthods in Lconomics. Mathematical prercquisitcs of creation of a simulation model. 
Proccsscs ofmass scrvicing in Fconomics Uttli/.ation ofMA !'LAB package loob for \arious 
problem arcas and in various SM stages 

'ly pica! systems ofsimulation modcling. Dcfinition ofthc intcnlion and area ofapplication of 
SM, c Iasses of rcsolvcd problems. l t)ols of SM Jc,clopmcnt: programming languagcs. 
gcnl!ralor::.. shells. engineering automat ion facilitics. Parametcrization of resolvcd lasks: 
goals. rcstrictions, hypothescs. conccpts. source data. 

Process of rnodcls crl!ation. ldentification. conccptualization, fom1alization, rcali1ation. 
testing. Structural model. Functional modcl. Goal trecs. 
Dcctsion trees. Space-timc relations of objects. conditions of objects. C\ cnts Automatcd 
dcsigninp_ ofthc models ofbu~iness-processcs. 
lmitation of main processes. lmitation of the opcration of the ~:conomit· object in thn.:c 
dimensions: material, money and information flows. Gent:rator~. qucucs. sen icc no<.h:-.. 
term inators. fransacts and thetr ··famtl i es". O pen and clost:d mod el diagrams. Opcration "'ith 
the objccts of the ··rcsourcc" rype. Rcsourcc control stratcgies. Oven·ie'' oftools: M/\'T l AA. 
Pilgrim. G2, etc. 
lmitational solutions of cost minimi/.<ttion tasks. 
Kcy objccts of the modcl of the firm '"ith considcration of its intcractions: "'ilh market. "ith 
banks. with budgct. with supplicrs. wilh hi red la bor. Dy namic models of proccsses at plants 
and in companies of,arious econornic branchcs. of world cconomic proccsse~ . lmitation of 
the proccsscs of financing and moncy flo,."s. Mod eling of clearing proccsscs. 

l csting and dcvclopment of SM. Testing of sol ut ion accuracy.. Selcction of test e:\arnplcs. 
l ull 'crification of the decision spacc. Study ing period and accuracy indicators. l. tilizatton of . 

' . ') ' . ' . ·- ' u test mg tools. t c fet ence pomts. collcctton of staltslrcs. r estt uctllltn., . 

Rdi.:rcnccs: 
l. A.A. F mt!lyanm. E. D. Vlasova. R. V. Dum a ~imulation modeling of cconomtc proccsscs: 
lcarntng a id for higher educational institutions.- M .: Finances and Statistic-.. ~002. 
2. A. Gu ll)ay ev Visual modeling in MA !'LAB Cll\ironmcnt : Training Coursc ~Pb : Peter. 
2000. 
3. N.N. Mrut}no\, AP. I"w1ov MATl .AB 5.:-.. Calculations, 'isualization. progrumming.- M.: 
KUDITs-OBRAZ, 2000. 

4. I.F. Tsisar. V.G. Neiman Computer moucling o!"Lconomy.- M.: Dialog-Ml f-l, 2002. 
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E.\:tract from the course outline for discipline "Econometrics", 
study outline ''Applied Information Teclznologies i11 Economics" 

35. Econometrics (77 academic bom-s) 
Discipline contents: 

Key aspects of economic modeling. 
Introduction. Mathematic prerequisites of econometric modeling. 
Econometric model and experimental data. Main phases and problems of econometric 
modeling. 
Paired regression analysis. 
Functional, statistical and correlation dependences. Evaluation of the parameters of linear 
equation of paired regress ion us ing the !east squares method. Correlation coefficient. Key 
provisions of regression analysis. lnterval estimat ion of the regress ion function parameters. 
Estimation ofthe significance of the regression equation . Determination coefficient. 

Multiple regression analysis. 
Classicallinear model ofmultiple regression. Least squares method (LSM). Estimation ofthe 
parameter of classical regression model using the !east squares method. Proper1ies of LSM 
estimations. Covariance matrix and its random estimation. Gaus -Markov theorem. 
Estimation of disturbances dispersion. 
Definition of contidence intervals for coefficients and functions of regression. 
lndicators of regress ion quality. Estimation of the significance of multi p le regress ion. 
Detennination coefficients. 
Some iss u es of practical uti l ization of regress ion models. 
Multicoll inearity. Selection of existing factors. Linear regression models with variable 
stnrcture. Fictitious variables. Non-linear regression models and their linearization. 

Time series and forecasting. 
General data on time series and tasks oftheir analysis. Characteristics of time series. Models 
of stationary time series. Autocorrelation function. 
Analytical fitting oftime series. Forecasting based on moclels of time series. Concept of 
autoregression models and moving-average models. 

Heteroscedasticity and autocorrelated residuals. Generalized !east squares methocl (GLSM). 
Detection and elimination of heteroscedasticity. Autocorrelation of the residuals of time 
series. Positive and negative autocorrelation . Autocorrelation offtrst order. Detection and 
elimination of autocorrelation. ldentification of time series. Autoregression model of first 
order. Models of nonstationary time series and their identification. 

Systems of simultaneous equations. 
General view of the system of linear simultaneous equations. Demand and supply model. 
lndirect two-step and tre.e-step !east squares method . Problems of identifiability. Instrumental 
variables method. 
Simultaneous estimation of regression equations . Externally non-connected equations. 
Examples of systems of simultaneous equations. 
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