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* Fuzzy sets as generic constructs — building conceptual
blocks using which we describe systems (develop models)
In a meaningful way.

Each fuzzy set comes with a well-delineated semantics
(meaning), e.g., small — medium — large error.



 Fuzzy logic is an approach to computing based on "'degrees
of truth" rather than the usual "true or false" (1 or 0) Boolean
logic on which the modern computer Is based.

Fuzzy logic works with membership values in a way that
mimics Boolean logic.

If-Then rules map input or computed truth values to desired
output truth values.



Fuzzy rule-based models

Generic format of fuzzy rule:

If input variable is A then output variable is B.

« Aand B: descriptors of pieces of knowledge

 rule: expresses a relationship between inputs and outputs

Example:

If the temperature is high then the electricity demand is high.
If the iIncome iIs low then the tax i1s low.

A collection of “if-then” (conditional) statements in the form:;
If input variable is Ai then output variable is Bi.

(condition) (conclusion)
where Al, Bl are fuzzy sets and i1=1, 2,..., n.



Construction of fuzzy rule-based models
Main steps:

Specification of the fuzzy variables to be used and their
quantification.

Association of fuzzy variables using fuzzy sets.

Formalization of rules using fuzzy relations and their
aggregation.

Construction of mapping (inference, approximate
reasoning) on a basis of existing facts.
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Key Features

* Fuzzy Logic Design app for building fuzzy inference systems and viewing and analyzing results

= Membership functions for creating fuzzy inference systems

= Support for AND, OR, and NOT logic in user-defined rules

= Standard Mamdani and Sugeno-type fuzzy inference systems

+  Automated membership function shaping through neurcadaptive and fuzzy clustering learning techniques
= Ability to embed a fuzzy inference system in a Simulink model

= Ability to generate embeddable C code or stand-alone executable fuzzy inference engines



1. Approximation to a class of non-autonomous
systems by dynamic fuzzy inference marginal
linearization method

Let us consider the following non-autonomous system.

x=f(x, t).
{ =X, ), (14)
X([D) = Xp.
where Xg = (x1(lo), .- ., Xn(to)), £=(f1, .. -, ) X=(X1, ..., xn)" is the state vector and x; (i=1,..., n) are state variables. X; -
x -+ x X, and Xy x --- x X, are the universes of X and x respectively. Similarly, we also assume that X; (i=1,.. ., n)and U
are real number intervals respectively, i.e., Xj=[a; b;i], i=1,..., n, U=to,tp].

(If (X1,....Xp, £) IS Ayj, x -+ X Apj, x Ty then Xy iS By j, . :
If (X1.... X 1) 1S Ayjy x -+ x Ay, x Tythen X 1s Buojyj, .

y Jn?

CIE (X1, Xn, 8) 1S Agjy X - X Ay, x Tithen Xy, 1S By j,

‘n.



Theorem 3. Suppose fuzzy sets Ay, (x;) (i=1,...,n;ji=1, ..., p;) and fuzzy sets T (t)(k =1, ..., m) are respectively chosen as tri-
angle-shaped membership functions, then the time-variant fuzzy system determined by rules (15) and DFIML method can be
expressed as follows:
X = g(X.1). (16)
where gj(X,t) = ajot + aj;X; + - - - + AjpXp + bj Xy + - - - + bjptx, + ¢j:
Theorem 6. Consider the Eq. (14) and assume that f(X,t) is piecewise continuous in t and locally Lipschitz in X on C x [tg, +oc),

where C = {X € R"|||x — Xo|| < d}. Let W be a compact subset of C and X, € W. Suppose that for all t € [to, +oc), the solution of
Eq. (14) lies in W. Then, given & > 0 and t < [ty, +oc ), there exists a time-variant fuzzy system generalized by DFIML method satisfies

lp(t) = ()| <& V' € to, 1]
where s(t') is the solution of time variant fuzzy system.

Theorem 7. Consider the Eq. (14) and assume that (X, t) is piecewise continuous in t and locally Lipschitz in X on C x [tg, +oc),
where C = {x € R"|||X — Xo|| < d}. Let W be a compact subset of C and xo € W. Suppose that for all t ¢ [ty, +o), the solution of Eq.
(14) lies in W and for any x ¢ W, _f;;’“ f(x,t)dt < oc. Then, given ¢> 0, there exists a time-variant fuzzy system generalized by
DFIML method satisfies

() — (Dl <& Ve [to. +00)

where (t) is the solution of time variant fuzzy system.
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Fuzzy set and Artificial Intelligence

m Computational intelligence
Neural networks are an example of soft computing.

Other soft computing approaches to Al include fuzzy systems,
evolutionary computation and many statistical learning methods.



2. Fuzzy Wavelet Neural Network
Rule j:if X, 1s Ajj and X, 1S Ay ---and X, IS Ay

n
then y; :ZWij%'(Xi)

=1
A; -- membership function

@i (x) -- wavelet function

Yj -- consequent of the J-th rule
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Mathematical model of FWNN

) Ej(x)-[iwg%(xf)]

2
i

4 =AI./ZAI. — AX=[]4,&) — Ag(xf)zexp(—(xf_cy))
i=1 i=1
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Parameter learning method for FWNN

From the structure of FWNN, we have to identify
these parameters:

® linear parameters

__________________
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y;=§ EAj(xz)'@j(xg)""éj — ij (generalized least square
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Example. Nonlinear function

Consider the following nonlinear function

y=1J64=81((x, —0.67 +(x,-0.57) /9-05  x.x, €[0,]1]
In the simulation, 1000 samples are randomly generated in
[0,1]x[0,1], 3 fuzzy rules are proposed to construct FWNN.
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3. Kernel Logistic Neural Network

» The first layer of the KLNN-RBM model 1s the input layer.

/

» The second layer is the transformation layer. e
Kernel function is added in this layer. Since the dimensions | é\é\\é<) ‘
of the input parameters will increase , Principal Component =~ ¢ [ & C{ st O |
Analysis (PCA) is carried out on the dimension M
reduction of the kernel function K (xf,xj) c RV ol ({\K) ‘

XJ tttttt

» The third layer is the BP neural network layer. | ('\(jf \(T) |

The inputisk, = [kﬂ km] , which is obtained from PCA. _ |

The output of this layer is represented by:
G =c@+a', k)
whereo (1) = 1/(1+exp(-u)), @, and @ is the weight and threshold of the network.
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» The fourth layer 1s the logistic regression layer.
And the input of the logistic function is the composite

function model which 1s the output of the third layer. 2 é\é\\;<) ‘
. . . . . - /
For multi-class classification, in this paper, we use the Gl Qe D |
one-versus-all(OVA) method to handle it. So logistic M
function can be written by: ‘] (9;%) |
1 -
pm(yzl):Eexp(leT'Gf-l_am) X ‘ (1‘(31{”. ..:WT) ‘
pM(y:M)Zl_(H+"'+pM—1) |
where E=1+3""exp(B,7 -G +a,) , B,and @,,is the
weights and thresholds of the logistic function, m=1,2---M -1,
M is the number of classes.
» The fifth layer is the output layer. {_’S'f(')-(; hastic gradient descent

Yy=algMax _q,..an Pe

mmmm
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Gaussian RBF RBF
KLNN -R -N
-RBM [14] [14]

77.00 76.70 69.1 69.9 66.3 74.1 75.4

g 77.87 76.96 753 721 73.8 747 709
B Heart 84.81 8407 819 805 80.6 799 747

gae German



Gaussian
KLNN
-RBM [17] S
99.47 100
99.33 100 98.00 97.75 96.35

99.17 99.71 97.45 94.71 93.85
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Application Case

Timing of dialysis initiation
--key factor of prognosis and medical cost

Waste of medical resources, decline of

residual renal function, poor quality of life

y N
- - Early dialysis
Optln:lal tlme High quality of life
of dialysis J
initiation N Low cost of health

Late dialysis

b

Multiple organ injury, increase in the
complications, hospitalization and mortality

-------



Data collection

Demographic clinical and laboratory data at the initiation of dialysis
Outcome----status within 3-yr of initiation (survival time or 36m)

Statistical analysis Development of the CHDSE equation

X2 test
ROC curve
variables 4 Equation developmerit, Equation evaluation

KLNN-RBM Sensitivity
Basic variables— Specificity

Age, sex, BUN,
Scr, Alb

Diagnostic accuracy

-
-~ - -~ -
———————————————————————————




- Thank You.



