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System Description

On this fuse-test-bench, first it 
assesses whether the fuse is 
conducting electricity. 

If the first test was successful, the 
fuse gets heated up by applying 
a current of 200mA for a time 
interval of 1.5s. 

The heating up is measured by a 
thermal camera. After the tests, 
the fuse is moved back into the 
feeder with two conveyor belts. 



System Description

• The machine is monitored by an 

array of 50 sensors recording the 

evolution of a number of 

quantities of interest to establish 

the health state of the machine in 

real-time.

• The sensor data is aggregated 

over a time window of 10s, and 

one statistical data point is 

calculated.



System Description

• 4-axis SCARA robot

• fuse feeder, 

• thermal camera (382×288 pixel, 0-250 deg

C)

• camera to detect fuses on feeder 

(1280×1024 pixel)

• EC motor for big conveyor belt

• EC motor for fuse selector

• DC motor for small conveyor belt

• Vacuum pump for robot gripper

• Pressure pump for feeder barrier

• several valves for the pneumatics system
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System Description
• Under its nominal working regime, there are no throughput 

defects at any level of the quality-control-pipeline, from picking-
up the fuses to their transportation and analysis.

• However, different artificial failure modes can be artificially 
injected by manually altering the behaviour of one or more 
components. For instance:

1. Modification of the operating mode of the robotic arm picking up 
the fuses

2. Introduction of a pressure leakage on the pneumatic system

3. Altering the speed of the conveyor belts

• In total, 8 failure modes are introduced
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Dataset
• The experimental dataset is composed of a set of 50 signals. Each 

experiment can run from ≈ 1 to ≈ 3 hours.

• These signals can be divided into three categories:

– Machine health monitoring signals: Pressure, Vacuum, FuseHeatSlope, …

– Environment monitoring signals: Temperature, Humidity, …

– Others: CPUTemperature, ProcessMemoryConsumption, …

• Statistical measures calculated every 10 seconds:

– vCnt (number of samples recorded in a fixed time-window)

– vFreq (Sampling frequency within the same time-window)

– vMax (Maximum value recorded within the time-window)

– vMin (Minimum value recorded within the time-window)

– vTrend (Max-Min/10)

– value (Mean value recorded within the time-window)
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Dataset

• Every signal may not have all the features, for instance, the 

signal Temperature has only the value feature.

• Fault-free experiments (having label 0) represent the behaviour 

of the machine during its normal operating regime. Fault-free 

experiments have been acquired by using two different 

system parameter configurations. Yet, both system 

parameter configurations lead to a nominal system behaviour.

• Depending on the fault, unhealthy experiments have been 

labeled with 8 different labels. Each fault is characterized by 

an anomalous behaviour of one or or more signals.
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Dataset

Fault-free data 

shape: 

(36763, 247)

Faulty data shape: 

(21208, 247)
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Objectives

1. Identify and classify the faults.

2. Rank the input signals to identify the most important 

ones for the prediction.

3. Predict the correct fault in the shortest time.

4. Identification of system parameter configuration in 

fault-free experiments.
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Data Preprocessing
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Data Preprocessing

1. Remove features that mainly contain zero.

ErrorFrame: Counter of the error 

frames from the camera observing 

the fuses while they’re on the feeder

FeederAction: The feeder (which 

brings the fuses from the conveyor 

belt to the picking area) can perform 

4 possible actions (corresponding to 

4 different degrees of freedom)
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Data Preprocessing

2. Replace NaN (missing value) with 0

3. Combine all the experiment data and divide them 

into 80% training 20% test dataset randomly.
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Methodology: Gradient Boosting

Decision Tree
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Methodology: Gradient Boosting

Boosting: Boosting is a method of converting weak 

learners into strong learners.
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Results: Classification

Accuracy: 99.89%

Precision: 99.94%

Recall: 98.76%

Actual

Prediction

Class 0

Class 2

Class 3

Class 5

Class 7

Class 9

Class 0 Class 2 Class 3 Class 5 Class 7 Class 9

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
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Results: Rank Input Signal
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Results: Rank Input Signal

• To achieve specific feature ranking for each class, 

we train the model specifically to predict each class. 

For instance:

– Class 0 feature ranking: all fault exp. labeled as 1, so now 

the model will do binary classification, 0 or 1,

– Class 2 feature ranking: the training data only consist class 

0 and 2,

– Class 3 feature ranking: the training data only consist class 

0 and 3,

– etc.
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Results: Rank Input Signal
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Results

Class 0 Class 9
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Results: Time to classification

• Time to classification: 1
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Methodology: k-Means Clustering
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Methodology: k-Means Clustering
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Methodology: k-Means Clustering
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Methodology: k-Means Clustering
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Methodology: k-Means Clustering
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Methodology: k-Means Clustering
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Methodology: k-Means Clustering
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Methodology: k-Means Clustering
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Methodology: k-Means Clustering
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Results

• Identification of system parameter configuration in 

fault-free experiments.

𝑠 =
𝑏 − 𝑎

max(𝑎, 𝑏)

a: The mean distance between a sample and all other points in the same class.

b: The mean distance between a sample and all other points in the next nearest 

cluster.


