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From TPUv1 to TPUv4i



10 lessons



Compiler Compatibility Trumps Binary Compatibility

● Maintain backwards compatibility
● Achieve better instruction level parallelism
● Share source code vs sharing binary files



Target Total Cost over Initial Cost
● TCO vs CapEx

 CapEx (CapitalExpense) = price of an item

Opex (OperationExpense) = cost of operation (electricity, power provisioning)

TCO = Total cost of Ownership

n = number of years in operation

● perf/TCO over raw performance



Semi-Conductor Technology Advances Unequally



Support Multi-Tenancy
● Support future DNN requirements
● Up to 8 TPUs on 1 host CPU
● Sharing can reduce costs and latency
● Support for multiple batch sizes 
● Support fast switching times between models 



Deep Neural Networks grow 1.5x Annually
● Production DNNs needs grow as 

fast as Moore’s law



DNN advances evolve Workloads
● Ambitious
● Waiting for software and hardware to catch up
● Fast paced area
● Larger and more complex networks



Inference requires Floating Point
● Quantization
● Precision
● The 1% drop



Inference DSAs need Air Cooling
● TPUv3 used liquid cooling
● Data centres 
● Storage



Applications limit latency
● Latency limit
● Not batch size



Support Backwards compatibility 
● Time-to-market constraints
● Same results no matter versions
● The horrors of IEEE754 and associativity 
● BFloat16 vs Float32



Google TPUv4i



Results



Conclusion



Questions ?
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