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Abstract  
In this work pyrolysis of biomass is investigated experimentally in order to determine 
a complete mass and chemical energy balance for the main components; charcoal, gas 
and condensate. The motivation for this work is to provide relevant data, which later 
will be used in system studies for the next generation of Elkem silicon production 
processes called Carbon Neutral Metal Production. The integrated concept, have a 
potential to not only mitigate CO2 by substituting fossil coal to charcoal but also 
generate new streams of income from bio-oil products. In this initial study the results 
indicate that roughly 50 % of the chemical energy in the wood log can be recovered as 
bio-oil. This under conditions which result in 25 % of charcoal with a fixed carbon 
content of 83 %.  
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Introduction  
Increasing global consumption and the threat of anthropogenic climate change put 
pressure on the global society to increase resource efficiency and reduce CO2 emissions. 
Current production of primary silicon and ferrosilicon alloys are characterized by high 
energy requirements and significant emission of climate gases. Elkem consumes 
roughly 12 TWh of energy (electricity and carbon based reductants combined) and 
emits an estimated 1.3 MT of CO2 annually. In an effort to dramatically improve on 
these numbers, Elkem has proclaimed its ambitions to develop a novel silicon and 
ferrosilicon production process with the prospect of major reductions in overall energy 
consumption and close to zero CO2 emissions from fossil carbon sources.  
 
The novelty of the process lies in the direct integration between the silicon production 
process and a charcoal production facility, thereby enabling an additional reduction in 
energy consumption and CO2 emissions. In combination with an energy recovery 
facility, the energy recovery factor of the total system will far outweigh that of 
conventional silicon-furnace heat recovery systems. The integrated charcoal, metal and 
energy recovery process has been termed Carbon Neutral Metal Production (CNMP 
for short). The integration with charcoal production introduces by-products that are 
novel to the conventional silicon production process; gases and condensate from 
pyrolysis, bark, and fines from biomass and charcoal handling. Consequently, this 
requires a new heat recovery system, boilers, handling, and more. There are also 
uncertainties coupled to the charcoal production, such as identifying process conditions 
for charcoal production in order to fulfil satisfactory specifications, as well as 
understanding how process conditions affect mass and energy distribution between the 
two by-products (gas and condensate).  
 
Charcoal production is a subject that has been studied for centuries or millennia and 
several reviews are available on the topic [1-6]. The distinction between fast and slow 
pyrolysis refers to the heating rate of the fuel. Slow pyrolysis, is typically conducted at 
heating rates ranging from 1-5 °C/min, whilst during fast pyrolysis the heating rates are 
in the 100-1000 °C/s range. The heating rate is the most important factor influencing 
the yield of liquids; increased heating rate results in increased yield of liquids. The 
upper liquid yield limit is around 75 % on mass basis [7]. In order to obtain such high 
yields, a short vapour residence time (in the literature a vapour residence time of less 
than 2 s seems to be the generally agreed upon number) is necessary since the pyrolysis 
vapours react through secondary reactions and form gases and additional char through 
polymerization. If charcoal is of interest, prolonging the vapour residence time has 
showed to be positive in regards of charcoal yield since this promotes secondary, char 
forming reactions. This can be accomplished by limiting the amount of purge gas or by 
using large particles or thick beds thus introducing a mass transfer limitation from the 
biomass to the gas phase. The coupling to soak time (hold time) at maximum process 
temperature here becomes analogous; i.e. if the pyrolysis vapours are allowed to react 
with the charcoal for longer period of time more will be converted through secondary 
reaction to gas and additional charcoal [8, 9]. Fixed carbon content increases rapidly 
and roughly linearly with pyrolysis temperature from 300 to 400 °C (fixed carbon 
content 20-70 %) and then slows down reaching a maximum value at around 90 % at 
800 °C [10] provided that sufficient residence time is given for the fuel particles.  
 
In preceding work, it was identified early on that the carbonization technology needs to 
be integrated with existing infrastructure used in the silicon production process in order 
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to be energy efficient. Here, integration refers to both energy integration and mass 
integration. Energy integration can be to use heat from the silicon process and auxiliary 
equipment as a source of energy for charcoal production (and vice versa). Mass 
integration denotes recovering gas, fines, and condensate from the pyrolysis process 
and integrating them into either energy production units such as boilers or gas turbines, 
upgrading units or recovery units.  
 
Taking this into consideration, the main objective with this paper is to perform a 
detailed characterization of the main products from pyrolysis at conditions relevant for 
a future Elkem process. The goal is that these and similar results can be used to conduct 
a system study of the complete process; where charcoal production is integrated into 
the silicon production process.   

Method 
Small scale pyrolysis experiments were performed in 
order to obtain a complete mass and chemical energy 
balance including the elemental balance for a feedstock 
relevant to the CNMP concept. Pine wood chips were 
selected as a reference feedstock since it is currently 
used in the existing silicon production process. 
Although the main product of interest is the charcoal, 
there may be economical incentives to optimize the 
recovery of condensates. Hence the experimental setup 
was designed to maximize the recovery (but not the 
production) of condensate. The experimental setup is 
schematically described in Figure 1, and consists of the 
following parts. A 40 mm pipe furnace approximately 
500 mm long, a propylene-glycol cooled condenser 
operating at a set temperature of 0 C, a glass wool filter 
designed to trap aerosols and a Tedlar bag for gas 
collection. The experiment was started by filling the 
inner pipe of the pipe furnace with wood chips and the 
pipe was then weighed and installed in the furnace. The 
biomass was then dried at 120 C using a nitrogen purge 
of 5 l/min for about 60 minutes. During the drying process the condenser was by-passed 
and the steam was vented directly to the fume hood. After the drying process, the 
nitrogen and vent valves were closed and the valves to the condenser and gas bag were 
opened. Thereafter, the sample was heated with a heating rate of roughly 13 °C/min to 
400-600 C depending on which final temperature was investigated. After the 
maximum temperature was obtained the samples was kept there for 30-180 minutes 
depending on the chosen soak time. Consequently, during the pyrolysis experiment no 
purge gas was used and the pressure in the system was in practice "regulated" with the 
expansion of the Tedlar bag (i.e. atmospheric conditions). After the required soak time 
had been obtained the valve to the condenser and gas bag was closed, the furnace 
switched off and the samples were allowed to cool overnight with a small N2 purge to 
prevent the charcoal samples from catching fire. Once the furnace had cooled off, the 
gas and condensate collection systems and the amount of charcoal were weighed and 
the yield was determined. The feedstock and products, condensate and charcoal, were 
analysed to determine the elemental composition and the heating value. The collected 
gas was analysed using a Varian CP-4900 micro-GC. Finally, a complete mass and 

Figure 1. Schematics of the 
experimental setup 
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chemical energy balance was determined including the distribution of the major 
elements (C, H, O). In total, 19 different experiments were performed. The 
interpretation and evaluation of all the experimental results are reserved for an 
upcoming publication by the authors and this work focuses on the mass and chemical 
energy balance from one of these experiments. The conditions for the chosen 
experiment were as follows: heating rate of 13 °C/min, 500 °C final temperature, and a 
soak time of 3 hours. 

Results and discussion 
The composition and heating values for all the products including the original feedstock 
used in the pyrolysis experiment are displayed in Table 1. Notice that the standard 
proximate analysis was not performed for the condensate, since it was not regarded as 
applicative. The biomass analysis reveals no surprises and falls within similar values 
which can be found in tables and databases (for example [11]) for biomass. For the 
charcoal; since the entire proximate analysis is normalized and the moisture content is 
low; the corresponding fixed carbon content is quite high. However, if the moisture 
content is adjusted to 15%, which is the upper limit for an Elkem charcoal the fixed 
carbon content is reduced to roughly 72%, which is still well within the given process 
requirements (>60%). It is also worth mentioning that the 2% moisture content in the 
charcoal from the experimental campaign is more than likely absorbed humidity (from 
surrounding air) from when the sample was handled. The obtained condensate contains 
33% moisture which is slightly higher than typical values reported for fast pyrolysis 
oils which are around 25% using different types of fast pyrolysis technologies [12].  

Table 1. Proximate and ultimate analysis and heating value of the original feedstock used in 
the pyrolysis experiments together with the analysis of the obtained charcoal, condensate and 
gas. 

 

Pine wood chips Charcoal Condensate Gas
Moisture 25.4 2.0 33 -
Ash 0.2 0.8 0.002 -
Volatiles 61.2 14.5 - -
Fixed carbon 13.2 82.8 - -

C 53.4 86.9 35.5 36.7
H 6.4 2.8 8.5 2.0
O 39.9 10.2 55.9 61.3
N 0.2 0.1 nd. -
S (mg/kg) 67.7 172.0 nd. na.
Cl (mg/kg) 37.9 43.0 nd. na.

HHV  17.4 32.6 15.3 7.9

Proximate analysis (as received wt-%)

Ultimate analysis (wt-%, solids as dry)

Higher heating value (MJ/kg )
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It must be noted that fast pyrolysis is different from the pyrolysis process applied in this 
work and is used to maximize the yield and quality of the condensate. Hence, the 
obtained pyrolysis oil in this work is expected to have somewhat lower quality than that 
of the fast pyrolysis oils. This is also reflected on the heating value of 15.3 MJ/kg, 
which is lower compared to about 17 MJ/kg reported for fast pyrolysis oils. However, 
when calculated back on dry basis the heating values are on par with each other at 
around 22.8 MJ/kg. The pH for the condensate is similar as for fast pyrolysis oil at 2.5 
but the total acid number (TAN) is almost twice as high at 205 mg KOH/g. Hence, from 
a combustion point of view, the condensate can be regarded as a "high" moisture 
content pyrolysis oil. From an upgrading point of view (to chemicals or engine fuels), 
larger challenges can be expected mainly due to the high TAN and high oxygen content.  
 
In Table 2 the mass and chemical energy balance for the experiment is showed together 
with the elemental balance. The overall mass yield have been normalized whilst the 
others are showed as measured and calculated, hence they do not sum to unity and the 
difference can be interpreted is a reflection of the experimental uncertainty. The largest 
uncertainty here lays with the oxygen balance at +10.8%. Three different methods have 
been used to determine the composition of the different fractions and there is also an 
inherent uncertainty whilst weighing the different samples. However, current efforts 
are focused towards reducing the experimental uncertainties.  

Table 2. The overall mass and chemical energy balance including the balance for the major 
elements C, H and O. Notice that the amount of gas in the overall mass balance was calculated 
by difference.  

 
 
On mass basis; 25.7% of the dry biomass is converted into charcoal with the 
composition showed in Table 1. However, close to 45% of the chemical energy is found 
in the charcoal, around 55% is found in the condensate and the remaining 4.4% in the 
gas. It should be emphasized that in a larger scale pyrolyser less condensate and more 
gas is expected since the pyrolysis vapours can be given longer residence time. 
Typically longer vapour residence time results in secondary reactions which again 
results in a small increase in charcoal production but a significant increase in gas 
production and a consequential decrease in condensate production. However, since the 
condensate may have a larger outside-gate value then the inside-gate value of the gas 
this needs to be taken into account when different full scale pyrolysis technologies are 
considered. The carbon content of the biomass feedstock is more or less equally 
distributed between the charcoal and the condensate with a remainder of 6.9 % found 
in the gas. For hydrogen and oxygen the condensate dominates; claiming 85% and 90% 
of the available atoms, respectively. 

Charcoal Condensate Gas Sum
Yield 25.7 64.3 10.0 100
C 42.7 42.8 6.9 92.4
H 11.2 85.3 3.1 99.6
O 5.4 90.1 15.3 110.8

Yield 47.0 55.4 4.4 106.8
a) gas calculted by differnce

Mass balance (wt-%)

Energy balance (%)

a
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Upgrading of condensate 
Applying the fast pyrolysis process, the bio-oil liquid product, depending on the quality, 
can be sold and applied as a burner fuel directly. The process is well demonstrated and 
several stakeholders exist globally [13]. Standards for bio-oil burner fuel exist as well, 
even though bio-oil is currently not a well-established market product. Standardization 
for other purposes is ongoing [14]. Catalytic bio-oil upgrading processes have not yet 
been sufficiently demonstrated, and their technology readiness level (TRL) is low. The 
catalysts used are mainly commercial refinery catalysts; new catalyst development is 
ongoing at research stage. The commercial catalysts as well as the process itself are 
facing several critical bottlenecks that are hindering successful demonstration and 
commercialization. The short catalyst lifetime and the occurring deactivating/poisoning 
mechanisms are the main challenges. The catalyst deactivation is caused by the coke 
formation on the catalyst surface, temporarily blocking the active sites, while mineral 
deposition can irreversibly deactivate the active sites (poisoning). Although the 
catalytic pyrolysis oil upgrading processes are not commercial and critical challenges 
remain, there are considerable efforts made towards demonstration. The efforts made 
in the catalytic upgrading processes are expected to increase, hence the TRL, mainly 
due to several reasons: (i) current techno-economic calculations show great viability 
potential of liquefaction processes (pyrolysis and hydrothermal liquefaction) in 
production of biofuels and (ii) finding new ways to utilize existing oil refineries, 
infrastructure and know-how will be essential.  

System perspective  
There are several possible configurations for an integrated charcoal-silicon process and 
the one showed in Figure 2 is just given as an example, different configurations will be 
investigated in future case studies. However, already at this stage some aspects and 
consequences of an integrated process can be discussed.  

 
Figure 2. Simplified block flow diagram of a potential CNMP concept.   

From a given biomass specification and operation parameters such as temperature and 
residence time, the pyrolysis unit/carbonizer will require different heat demand, which 
will influence output flow rates, composition/element balance, and energy content of 
charcoal, gases, and condensate. In addition, the integrated process is strongly governed 
by specified furnace operation. Upstream; the furnace load and composition of raw 
materials determine the necessary charcoal feed, which again affects pyrolysis load and 
required wood input, as well as several related processing stages; wood input, de-
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barking, chipping and drying energy; the pyrolysis energy requirement, and output and 
distribution of by-products (condensate). Downstream, furnace operation affects the 
flow rate, temperature, and composition of the off-gas. The off-gas heat recovery and 
re–integration to wood drying and pyrolysis introduce some feedback, and thus an 
implicit problem formulation. The combustible gas and liquid by-products from the 
pyrolysis introduce possibilities for either export of condensate (as a bio-oil), or 
extended electrical energy recovery through gas turbine/motor combustion, additional 
steam cycle, or a combined cycle (CC).  
 
This publication represents the first step towards a much larger case study were 
experimental results are integrated through mathematical models in a system model 
describing the entire silicon process. Consequently, several aspects remains to be 
investigated, for example; how will an integrated charcoal production affect the transfer 
of unwanted elements such as Na, P and B to the final silicon and micro silica products. 
How will process economy be influenced by fluctuations in prices for raw material and 
new products. The authors are well aware of these challenges but also recognize that 
this initial study shows some very promising results. 
 

Conclusions 
Under the pyrolysis conditions and experimental setup used in this study a significant 
amount (more than 50%) of the original chemical energy in the biomass feedstock can 
be recovered as condensate/bio-oil. At these conditions a charcoal with a fixed carbon 
content of roughly 80 % can be produced and 25 % on mass basis of the original dry 
wood log can be turned into charcoal. In the continuation of this work the economic 
viability of the integrated process together with other configurations will be 
investigated to determine an optimum integration in terms of energy and mass together 
with an evaluation of upgrading strategies and market and technological maturity for 
high value products from the bio-oil. 
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Introduction 
The most common feedstock material for photovoltaics is polysilicon produced by 
Chemical Vapor Deposition (CVD) of silanes via the classical Siemens technology and 
similar processes. An alternative route of producing solar grade silicon is the purification 
of raw silicon using metallurgical processes without converting it into silanes. The 
general challenge of the metallurgical route to Solar Grade (SoG) silicon is to establish 
an impurity control along the metallurgical processes and to ensure a silicon product ready 
to be used in photovoltaic applications.  
At Silicor Materials this is achieved using enhanced segregation during a solvent growth 
of silicon from a Si-Al melt solution at temperatures significantly lower than the melting 
point of Si [1]. 
The process can be described as a liquid to solid refining process comprising a number of 
refining steps, whereby, metallurgical grade silicon (MG-Si) with a purity level of 99.5% 
Si is refined up to the levels needed for solar application. The four principal refining steps 
are: 
 
• Solvent Growth Refining – A molten, hypereutectic aluminum-silicon alloy is allowed 
to cool, leading to a growth of a network of pure silicon crystals, from which the 
remaining liquid eutectic can be decanted.  
• Wet-Chemical Aluminum Removal – The remaining eutectic on the silicon crystals 
is dissolved in hydrochloric acid forming poly aluminum chloride (PAC).  
• Directional Solidification – Clean silicon crystals are re-melted and directionally 
solidified resulting in fully refined silicon ingots.  
• Final Preparation – Purified silicon ingots are cleaned, cut, chunked and blended to 
eliminate residual chemical variation. 
 
In addition to the primary output of SoG-Si, the process route has two by-products of 
added commercial value, i.e. an Al-Si master alloy for use in the aluminum casting 
industry and poly aluminum chloride, used as a coagulant for waste-water treatment 
applications. 
Silicor’s purification process has the advantage that the solvent growth refining takes care 
of all impurities except aluminum and can be carried out at relatively low temperatures 
in simple equipment that is well established in the metallurgical industry. 
Naturally, the final removal of aluminum is most essential and takes place in a directional 
solidification which is assisted by a pure liquid glass-flux on top of the melt [2]. 
Accordingly the research and development at Silicor Materials is focused on further 
improvements of the solvent growth refinement and the final removal of Al. 
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Current development of the Solvent Growth Refinement 
At the present state a counter current system is used to achieve purification over a number 
of solvent growth passes like shown in Figure 1, which involve the melting and 
solidification of the Al-Si alloy at ever increasing purity. In effect the incoming pure 
aluminum acts to dilute the impurity levels and the solidification at each pass acts to 
segregate these impurities so that they end up in the master aluminum alloy. 
 

Figure 1: Material flow during the solvent refining. 

In such process the clean silicon, which already has seen several passes of purification, 
can only get in contact with the most pure aluminum making sure there is no cross 
contamination between different levels of the purification steps. The number of passes 
can be varied according to the quality of the incoming material and the target specification 
of the process [3]. 
 
A further significant improvement of the process can be achieved when the spent eutectic 
is purified and recycled. This reduces the amount of fresh aluminum needed in the 
process, makes the control of impurities simpler and enhances the reduction of boron and 
phosphorus in the silicon. The purification of the eutectic can be carried out at low 
temperature in liquid state and using the same simple equipment. Therefore a current 
R&D focus is on purification of Si-Al melts. 
 
Figure 2 shows some examples for the B- and P- contents of commercially available high 
purity aluminum and the resulting B- and P- contents of purified eutectics. Since the 
purification result of the eutectic is based on a chemical equilibrium and doesn’t depend 
on the input quality, lower quality and lower-cost aluminum can be used and the 
impurities do not accumulate during the recycling. If purified Al-Si is used during the 
solvent growth step, the B- and P- removal is improved in contrast to the current state 
process as shown in Figure 3. To make both versions of the process comparable 
purification factors XB or P = [B or P]single sample/[B or P]median, MG-Si are shown. 
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Figure 2: B- and P- contents of commercially available high purity aluminum and 
purified eutectics of process “A” and “B” measured by GDMS. 

 

P[ppmwt] 

B[ppmwt] 
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Figure 3: B- and P- removal factors with (R&D) and without purification of the eutectic 
(POR) from ICP-OES measurements. To compare both processes the data points were 
normalized by the median of the input MG-Si. Data are grouped into MG-Si (input), SP 
(Single Pass in Al-Si), DP (Double Pass) and TP (Triple Pass). 

The data show that after three passes in a solvent growth refinement 96.6% of the Boron 
and 95.5% of the Phosphorus of the input MG-Si are removed. The removal of all other 
impurities (e.g. transition metals) during the solvent growth happens simultaneously and 
at a much higher removal rate than B and P. According to the actual specification Silicor 
guarantees B 0.3ppmwt and P 0.74ppmwt. With the purification and recycling of 
eutectics a significant reduction of these values is expected. 

Developments on Al removal and final material quality 
As already mentioned before, the solvent growth refining removes all impurities except 
aluminum and the final removal of aluminum is most essential and takes place in a 
directional solidification. This process step was engineered to be carried out with large 
quantities in simple molds and is assisted by pure liquid glass-flux on top of the silicon 
melt [2]. In Figure 4 SIMS measurements of the final Al content in finished good is 
compared for directional solidification with and without the use of a glass-flux. Using the 
flux allows a control of the Al at levels equal and below 0.2ppmwt which is a 
concentration that doesn’t degrade the performance of a solar cell made from the material 
[4]. 

Figure 4: SIMS measurements of the final Al content in finished good is compared for 
directional solidification with and without the use of a glass-flux. 

Table 1 presents some ICPMS measurements on transition metals in finished good solar 
grade silicon from Silicor’s purification process. 

Table 1: ICP-MS measurements of transition metals 
Element Concen-tration [ppba] N Purity 

Ti 3.091 >8N 
Cr 0.025 >10N 
Fe 1.664 >8N 
Ni 1.133 >8N 
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Cu 0.155 >9N 
Zn 2.034 >8N 
Mo 0.053 >10N 
Mn 0.047 >10N 
Co 0.027 >10N 
Zr 0.002 >11N 
Nb 0.003 >11N 
Ta 0.072 >10N 
W 0.003 >10N 
V 0.002 >11N 

sum 8.3 SEMI PV17 Class I 

The data presented in table 1 are close to the detection limit of the lab and confirm that 
the material in regards of transition metals fulfills the SEMI PV17 criteria for class one 
solar grade silicon. 
This is also in good accordance with the cell efficiencies obtained at various customers 
which are presented in Figure 5. 

Figure 5: Cell efficiencies obtained with solar-silicon purified by Silicor’s technology. 

Data points represent average efficiency of single solar ingots. A maximum Eta of 18.9% 
has been reached on PERC cells with 100% Silicor solar Si and standard BSF-cells after 
HP-mc-crystallization reach the baseline of the customer. This suggests that the silicon 
purified using Silicor’s process is not a limiting factor for solar cell efficiency. 
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Abstract 
Each year we could find new applications for silicon and most of them are related with 
the most dynamic sectors of the economy. Silicon is today not only a raw material but 
also a vector of development in the new economy (3D printing, batteries, biomedicine…). 
Some years ago there were only two main markets for metallurgical silicon: aluminum 
and silicone market.  In fact, in 2002, Aluminum and Silicone market represented nearly 
96% of the market. In 2015, the irruption of PV applications with 20% of the market share 
have changed the picture. In that period production companies adapted their structures to 
those relevant changes. Are we now ready for the changes the new economy are 
introducing in our markets? In this paper we will try to summarize some new applications 
we see coming in the horizon and the response we can offer from FerroGlobe to these 
changes in the end markets of silicon. 
  

Introduction 

During the development of the production process for Solar Grade Silicon, Silicio 
FerroSolar has tested several technologies. This technologies for silicon purification are 
suitable for the production of any special quality between 3N to 6N purities.  We could 
choose one or some of them to fulfill the customer’s requirements.  We can even develop 
tailored solutions adjusting the levels of certain impurities by doping or obtaining certain 
granulometries by clean grinding and milling techniques. Some new applications for 
Silicon and some of our technologies are shown below. 
   

Metallic heat transfer fluids 
Silicon and some of its alloys are ideal candidates to build massive storage solutions 
owing to its low cost and abundance on earth.  In the case of silicon, other advantages of 
are the high latent heat (1,8 MJ/kg) and the high melting temperature (1410ºC). 
 
Datas et al. proposes a new TES (Thermal energy storage) concept that has the potential 
to achieve one of the highest energy densities among the existing energy storage solutions 
and uses silicon, an abundant, cheap and safe material.  In this system, energy is stored 
as latent heat in the phase change of silicon and the energy is released in the form of 
electricity by means of thermophotovoltaic (TPV) cells (Fig 1).  The energy not converted 
in electricity by the TPV cells is delivered in the form of heat (e.g. hot water). 
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They complete a simulation of a Solar Thermal Power Generation plant with 100 MWe 
that should operate 24 hours.  For a storage system of 15 h, it is required 23.593 t of 
AlSi12 and that would mean approximately 3.000 t of silicon for this plant. 
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New silicones 
There are new silicone applications that could represent a frog-leap in the consumption 
of metallurgical silicon.  The one we expect that will be the most important is its use for 
3D printing to manufacture prototypes, spare parts and much more.  3D Printing is based 
on materials such as thermoplastics (which are melted before applying), metals and 
ceramics.  In 2015, the German company Wacker revealed that the have developed a new 
silicone suitable to be used for 3D printing machines.  This is a first step because for the 
moment the main application will be prototyping although there are plenty of 
opportunities, as long as the technique is developed, there will be more applications in 
the Health sector and Medicine, Automotive and Transport  and Other Industries. 
 

In general, the silicone market is diversified across industries and applications such as 
Performance Additives and Functional Ingredients, Construction, Consumer Care, 
Coatings and so on.  This is a growing market because it has a CARG 2005-2015 of 5% 
and it represents a 11,5 billion euro industry.  The 3D printing industry is growing at a 
much faster pace of 30% annually so that in 2023 this sector could be one of the most 
important within the silicone market. 
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Batteries 
One of the major focuses of Li-ion batteries over the last two decades has been in the 
development and discovery of novel anode architectures with enhanced properties such 
as increased capacity, cycle life and rate performance, together with consideration of 
production cost and environmental impact.  Silicon has been considered the best choice 
for a number of important theoretical considerations.   
 
Firstly, silicon forms a stable alloy with lithium of up to 4.4  per formula unit Si, 
leading to a vast theoretical capacity of 4212 , which is considerably higher 
than that of graphite (372 ).  Secondly, Si anodes display long voltage 
plateaus at approximately 370 mV vs Li/ , thereby providing stable operating voltages 
when coupled with positive electrodes such as LiCoO . Lastly, Si is the second most 
abundant element in the Earth's crust and is thus considered a candidate for reasons of 
viable production cost and availability.  However, silicon has a drawback that it is fact 
that Si suffers from a large volume change (±400%) during (de)alloying process, the 
strain of which potentially leads to pulverization of the local structure. 
 
In order to avoid the latter problem, one approach mixes small quantities of silicon 
particles in a flexible polymer binder, adding carbon to the mix to conduct electricity.  
Tesla, for example, is increasing the capacity of his car batteries by adding little by little 
increasing amounts of silicon in the anode.  They have set the goal of increasing the 
capacity of its batteries by 5% per year (although not all this increases will solely due to 
adding more silicon).   
 

A novel approach by Nexeon has been to form nanoscale Si pillar arrays on micron scale 
(2-25 microns) by metal assisted etching (Fig. 1), the resulting structure is treated with 
binder and additives to form a composite electrode. 
 
Independently of the approach, it is required micronized silicon with a purity between 
99,99% to 99,999%. 
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SiOx nanoparticles (spherical silica) 
One of the manufacturing methods for obtaining spherical silica is using metallurgical 
silicon, grinding it to very small particles and then oxidizing these particles to obtain 
superfine spherical SiOx particules.  There are many applications for this product: 
 
- Additive to increase fluidity and reduce flash in various resins (epoxy resins, etc), such 
as semiconductor sealants.  
- Toner external additive materials. 
- Silicone filler. 
- Sintering material and sintering agent. 
- Filler for liquid type sealants. 
- Abrasive powder. 

Optical applications 
Meseguer et al. introduced the Silicon Colloids which are almost spherical silicon micro 
and nanoparticles with a very smooth surface, able to scatter and also trap light very 
efficiently in a large-span frequency range, covering from the visible to the far infrared 
regions. 
 
This material has potential application in the fields of biomedicine, cosmetics, infrared 
protective paints for cars and buildings, thermal and UV resistant plastics, thermal 
insulation clothes and thermal insulating creams for winter sports. 

Ceramics 
Silicon Nitride 

Silicon nitride offers solutions to problems faced in industries that require high-
temperature, high-strength materials and very small allowable tolerances. Direct 
nitridation is the most well understood Si3N4 synthesis process. The reaction is as 
follows: 
 

3Si + 2N --> Si3N4 + Heat (at ~1400°C) 

Direct nitridation results in a theoretical weight gain of 66.67% of the weight of silicon 
metal; however, empirical evidence shows the weight gain of a fully nitrided part to be 
approximately 60% due to volatilization of silicon during the process.  The kinetics of the 
direct nitridation reaction can be improved through the use of catalysts but not every 
producer uses catalysts to avoid contamination. 
 
There are mainly two qualities, Industrial quality (3-4N material) and PV quality.  The 
former is used as additive for the manufacture of special ceramics as reaction bonded 
silicon nitride or SiAlON.  Silicon nitride with PV Quality is used as coating on the quartz 
crucibles for multicrystalline silicon technology.  The needed quality for this silicon is 
quite high because the silicon nitride will be in direct contact with liquid silicon. 
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Silicon Carbide composites 

Carbon ceramic discs are infused with silicon to obtain silicon carbide, one of the hardest 
substances on earth. As a result, superior braking performance can be exhibited and an 
attractive mirrored finish is achieved.  The advantages of this new brakes are that they are 
extremely durable, they have better appearance and above all they withstand higher 
temperatures. 

Molybdenum Disilicide  

This ceramic material is mainly used for heating elements in industrial or laboratory 
furnaces.  Elements fabricated of this unique material support high power densities on 
their surface, can be cycled rapidly and could be used in high temperature in air.  There 
is also a great development in the use of this material in turbine blades. 

Other applications 
Gillette™ has patented a new method for producing silicon blades for shaving razors 
using monocrystalline silicon (US20150360376A1). 
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Silicio FerroSolar’s Technologies 
Some of the technologies for silicon refining developed at Silicio FerroSolar are the 
following ones: 
 
EMCC Furnace:  In this furnace, silicon is charged in a cold crucible with an induction 
coil which melts silicon creating a silicon bath which is vigorously stirred by the 
electromagnetic forces.  Then the silicon bath is fed continuously and the pulling begins.     
It is a very clean process, because there is not hot crucible and the stirring effect could 
help to remove inclusions, including silicon carbide inclusions.  

For this reason, is a very suitable technology for recycling top cuts from PV Industry   

Segregation Furnaces: we have developed segregation furnaces that allow us to reduce 
the metallic impurities content and to produce 3N-6N silicon quality. 
 
Induction Furnaces:  in the Induction Furnaces we carry out slagging processes to reduce 
all the impurities whose oxides are more stable than silicon, namely Boron, Aluminum, 
Calcium, etc.  This is especially useful for the Boron reduction for the production of 3N 
to 6N material.  In these furnaces we could also remelt silicon fines, e.g. kerf from wafer 
slicing. 
 
Vacuum furnaces:  by refining silicon in vacuum atmosphere we are able to remove 
phosphorus, aluminum, calcium and oxygen.  The main application of this furnace is for 
6N material and when it is required silicon without oxygen. 
 
Crushing and grinding: we work with state of the art materials to avoid the silicon 
pollution during crushing and grinding.  We are capable to obtain also smaller particles 
(less than 100 microns) without contamination of silicon during processing. 
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CONCLUSION 
During the development of the project for the production of Solar Grade Silicon, Silicio 
FerroSolar has tested several technologies for silicon purification that allow the company 
to develop new products which could enhance the growth of the new silicon markets. We 
could offer tailored solutions for almost any new application of silicon. 
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Abstract 
 
Size reduction of solid high purity silicon by pneumatic hammer or by jaw crusher 
requires manual operation steps which are costly and difficult to reproduce, it leads to 
unwanted losses and contamination, and particles shapes which are not suitable for an 
efficient and dense filling of crucibles. The presented method aims to improve the 
crushing process by using High Voltage Pulse Power technology. Pulses with energy 
of up to 750 Joule/pulse at 170-200kV are introduced into the silicon to achieve a 
controlled size reduction of the silicon. The energy is introduced by 2 electrodes and 
reaching the Si rod or pieces through de-ionized water. Beside the good control of 
particle shape and size, the lowest contamination levels are reached due to no physical 
contact of the crushing unit with the silicon. This supports a more efficient silicon 
sizing process and decreases the volume of potentially environmentally-hazardous 
chemicals required as less etching is required. The controllable and accurate size 
distribution reduces waste and off-spec material. 
 

Purpose of the work  
 
Key purpose of the work is to introduce and develop a state of the art process to the 
Si- industry to increase production yield, save costs and produce higher quality final 
products. To develop an environmental friendly process is taken into consideration 
with the recycling possibility of off-spec material as well as the required low energy 
consumption of the overall process. The technological implementation of the achieved 
specifications are used for the design of continuous operating plants at customer sites.  

23 



 

 

1 Background and Selfrag principle 
 
SELFRAG plants are based on high voltage (HV) pulse power technology. Its 
principle is based on the introduction of energy via electrical discharges into solids 
immersed in water and situated between or near two electrodes. To achieve that, 
SELFRAG reduces the voltage pulse rise time to below 500 ns (Figure 1). At such 
situations water has a higher breakdown voltage than the solid (1). A discharge enters 
the material and interacts with the solid by polarisation and field distortion effects. If 
the discharge interconnects to the counter-electrode the track is filled with energy to 
produce shock waves with local pressures of 109 [Pa]. Following fragmentation occurs 
in a tensile dominated stress regime. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Selfrag principle for silicon crushing 
 
The strength of the discharge and shock wave depends on the generator setup and can 
be closely controlled in exact ranges. The energy depends on the available capacitors 
and chosen voltage. Therefore the generator can be customized for any application. 
To achieve fragmentation the introduced energy per surface must be high enough to 
overcome elastic behaviour of the material.  
For the crushing of silicon a Marx-generator with the following process setup has 
been chosen to perform tests on pilot plant level:  
 

 

Voltage (kV) 90-200 

Pulse energy (J) 150-750 

Electrode gap (mm) 10-60 

Feed size (mm) 50-500 

Processing mode Batch 

Max throughput (kg/h) 600 
 
 

Figure 1: Physical principle of the SELFRAG process.

Table 1: Parameter of Marx-generator and pilot plant  
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To ensure that high purity silicon has no mechanical contact with the electrodes, the 
two electrodes are mounted angular. The crushing process can be defined in 3 phases 
(Figure 2):  
 

 
 
 

 

 

2 Main parameter definition and tests 
 
The Selfrag plant for silicon applications (patent pending) consist of the high voltage 
generator with angular electrode configuration (Figure 3) and a multi- purpose 
process vessel of 1m length placed on a conveyor. Adjustable parameters are the 
electrode gap, water gap, speed of the conveyor, frequency and voltage. These 
parameters are mainly defining the size distribution achieved.  
As key parameters the following have been defined and tested:  
 

• Minimum voltage required to achieve reliable discharges 
• Distance g between electrode pair 

and rod 
• Gap e between electrodes 
• Conveyor speed : v  defines 

throughput 
 
Additional variation is added by the 
product:  
 

• Rod size & quality 
• Diameter d; D, Diameter variation on 

length D-d 
• Surface quality of the rod (‘popcorn’) 

level  
 
 
 
 
  
 

  

Figure 2: Principle of the Si-crushing steps  

Figure 3: Parameters influencing 
the size reduction process 
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Parameter Tests 

The previously described parameters had been tested to clarify the influence on the 
overall process. A process yield of 2-30mm has been defined to produce chip size 
material. To achieve stable discharges for all tests the min. voltage of 170kV has been 
chosen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Parameter 1 - Conveyor speed influence on the throughput  
 
Increased conveyor speed leads to bigger particles sizes and increased throughput. 
 

 
Figure 5: Parameter 2 - electrode gap  
 
2-30mm was the target particle size fraction. 
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A larger electrode gap, means the distance between the two electrodes, shows 
increasing yield. The maximum electrode gap to reach stable discharges is defined by 
the Marx-Generator setup. Larger electrode gap will decrease the discharge 
probability.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Parameter 3 - water gap influence on yield  
 
The water gap is defined by the distance of the electrodes to the rod.  
 
The process shows relatively low sensitivity to a water gap of up to 25mm, with 
increasing water gap the electrohydraulic effect is more pronounced. This leads to 
coarser products and less fragmentation effect.  
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Figure 7: Parameter 4 - metal contamination level after process 
  
The surface metal impurities for the different size classes after the process had been 
measured. Impurities were tested for Fe, Ni, Cr, Zn, Na, Al, by ICP-MS, total over 
170 single samples.  
 
Due to no direct contact of the Si with the electrodes lowest surface contamination 
could be measured on average below 9ppb/w over all measured size classes. Coarser 
products show due to the better surface/weight ratio lower impurities. A chemical 
treatment step (etching) is not required for solar grade materials.  
 
 
 

3 Industry implementation and key factors 
 
For the Si-producers key factors can be defined which justify an implementation of 
the described process into manufacturing lines.  

1. Product yield  
2. Product shape  
3. Low metal impurities 
4. Total cost of ownership 
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Figure 8: Product yield - Comparison of different crushing methods 
 
For a yield product of 2-30mm size different Si- rods with average weight of 15kg 
and 450mm length had been crushed and compared with results of competing 
methods. 
 
The size distribution with the HV-process is more accurate and up to 5% more yield 
product can be achieved while the under-and oversized material can be reduced. 
Furthermore the HV-process can treat full rods and would not require a pre-crushing 
step as the other two methods do- this may avoid additionally material losses.  
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Product shape 
To achieve highest filling grades of the crucibles, facilitate packaging and 
transportation, a roundish and flowable product could improve these processes. 
 
 
 
 
 
 
 
 
 
 

 
 
 
Metal impurities 
To avoid metal impurities is a key goal of any Si-handling or crushing process. 
Results have been shown in chapter 2. 
A process which reduces handling steps and is fully automated can provide more 
security on the appearing impurities.  
An important factor which is not fully considered by the industry yet is the 
surface/volume ratio, to minimize the natural oxygen layer whereas with the roundish 
particles of the HV-process less surface is generated compared to standard crushing 
methods. 

Figure 9:  L: HV-crushed product                    R: Jaw crusher product
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Total cost of ownership  
Less automation leads consequently to higher labor cost. With increasing labor cost 
worldwide, even in former low cost countries and constantly low Si-market prices, a 
production cost reduction could improve the revenues of the producers. Furthermore a 
smaller product size is difficult to achieve with mechanical methods. 
 
 
 

 
 
 
 
 
 
 
 
Figure 10: Cost comparison of 3 different processes: Mechanical crushing (jaw crusher), 
manual crushing (pneumatic hammer) and HV-crushing:  
 
 
In comparison minus 28% in the total cost of ownership per kg can be calculated.  
 
 

 
Assumptions: 
Labor costs:       5 USD/hour 
Silicon costs (added value):    10 USD/kg 
Electric power costs:     0.06 USD/kWh 
Throughput per worker @manual crushing: 88.8 tons/year 
 

 
Yield loss manual crushing:  2 % 
Yield loss mechanical crushing: 1.2 % 
Yield loss HV pulse SELFRAG: 1 % 
Production yield    2-30mm
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Conclusion 

By minimising mechanical contact for breaking the silicon with up to 200 000 Volt, 

the high voltage fragmentation provides less contamination for higher and more 

consistent quality silicon. The lower risk of contamination means that less or no 

etching of the silicon is required to remove any compromised surface material. This 

helps to speed up the silicon sizing process but also decreases the volume of 

potentially environmentally-hazardous chemicals required. The controllable and 

accurate size distribution reduces waste and off-spec material.  

The implementation of the HV-crushing process to the industry has already started 

with installations at key market players during 2015. Under current development is 

the recycling process of off-spec monocrystalline silicon material.  
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Abstract 
Since 2008 five excavation of submerged arc furnaces (SAF) was carried out in 
Norwegian ferroalloy industry. The paper presents comparison of observation and 
data from excavations of two ferrosilicon furnaces and three silicon furnaces. In this 
paper similar type of zones have been given the same terminology in order to compare 
the different excavations, Some of the main differences between the different 
excavations is the extent of slag in the furnaces as well as the extend of SiC crust. The 
high temperature zone varies from cokebed to large cavities.   

Introduction and background 
In principle, the production process for high silicon ferrosilicon and silicon are very similar. 
Both processes involve carbothermic reduction of SiO2 in a submerged arc furnaces. 
However, in the ferrosilicon process the iron ore or other source of iron is added. In the Si 
production, quartz and carbon materials in the form of charcoal, coal and coke are added as 
raw materials. Woodchips are added to increase the permeability of the charge as it descends 
in the furnace. The Si-production process requires temperature above 1800 °C hence electrical 
energy consumption in the order of 11-13 MWh per ton of produced metal [1]. The main 
literature today, describing the Si process is the work by Schei [|1] where the interior of the 
furnace is summarized in Error! Reference source not found..  
 

 

Figure 1: Zone and interior of Si furnace [1]. 
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In the lower part of the furnace the electrical energy is provided through an arc. Here the Si 
producing reaction are taking place, (1) as well as the SiO(g) forming reactions (2) and (3): 
 
  SiO(g) + SiC = 2Si + CO(g)      (1) 
  2SiO2 + SiC = 3SiO(g) + CO(g)     (2) 
  Si + SiO2 = 2SiO(g)       (3) 
 
In the cavity, there will hence be a mixture of SiO and CO gas in addition to other high 
temperature gas species. The cavity is formed due to the condensate (Si, SiO2, SiC) sticking 
the charge together, creating a void below as the raw materials are consumed. As the SiO2 
starts to melt, in the condensate and in the raw materials, the mechanical strength of the roof 
top will decrease, and hence the roof top temperature is in the area of 1650-1800 ºC [2].  The 
arc is not necessarily a single arc. It can be multiple arcs as well. The arc will mainly go 
towards the Si bath or the SiC crust and as calculated, the arc could be maximum 10-15cm, 
based on the electrical parameters. It hence shows that Error! Reference source not found. 
is an illustration, and not showing the accurate scale. 
 
As the gas species are ascending into the charge at lower temperatures, the major part of SiO 
gas will react. The gas can react on the surface of the raw materials according to reversing 
reaction (2) and (3), producing a condensate of SiO2, Si and/or SiC, or with the carbon added 
according to reaction (4). 
 
  SiO(g) + 2C = SiC + CO(g)      (4) 
 
The back reaction of (2) and (3) and reaction (4) will of course be very important regarding 
obtaining a high Si yield and low energy consumption.  For FeSi process the reduction of iron 
oxides to metallic iron takes place in the upper zone of furnace. 
By the term “metallurgical excavation” it is hence defined as: using personal only dealing 
with the metallurgy in the furnace, taking and analysing samples and reporting their findings. 
Generally, the metallurgical excavations of industrial furnaces are commonly carried out in 
addition to the rapid reconstruction of furnaces (Si furnace in Elkem Thamshavn, FeSi 
furnace in Elkem Bjølvefossen, Wecker Si-furnace no.4).  This meant that the excavation and 
sampling was also done as fast as possible. Hence, the geometry of the zones in the furnace 
was based on visual estimation from the outside of the furnace and samples were picked as 
they were removed from the furnace. There are a number of actions that is traditionally taken 
during shut down in the belief that it will ease the mechanical excavation-especially when fast 
re-building is the priority. One is to move the electrodes in the manner of “pushing” the metal 
and slag out as well as freeing the electrodes. Another is to melt the charge down before shut-
down, meaning stopping the charging some time before shutdown in the belief that less 
material will be easier to remove. As excavations of industrial and pilot scale furnaces are 
quite seldom and in addition have a high cost, there is not a multitude of reported information. 
Though there have been some reports from industrial excavations, the descriptions of zones in 
the furnace have not been focused to big extend. However, publication by Tranell et al. [2] 
reported the various zones in a FeSi furnace and the summary of this work is used in this 
paper. Tangstad et al. also distinguished and described several zones in Si furnace after the 
excavation in Elkem Thamshavn [3]. Recent three metallurgical furnace excavations give the 
possibility to compare obtained data with the data published previously. The geometry of the 
zones in a Si furnace is dependent on the operation history, and hence it can be a number of 
different geometries, sizes and composition of the various parts of the furnace.  
 

The Furnaces, furnaces operation and shot-downs. 
Finnfjord furnace no. 1 produced FeSi75 alloy was operated at 17.5 MW. The furnace is 
about 5 m in inner diameter and 2.5m high and it was stopped with normal operation with the 
electrodes down in operating position due to scheduled maintenance. After the furnace was 
stopped the charge materials at the top were stoked to get even surface. The surface in the 
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center of the furnace caved down approximately 0.5m during the cooling process. Excavation 
took place, 5 months after shut down. 

 

Figure 2: Pictures of furnace 75 FeSi in Finnfjord with marked excavation front. 

 
Elkem Thamshavn. Due to the detection of temperature rise in the bottom lining, the Si 
producing furnace was stopped in the beginning of March 2013. The furnace was shut down 
without any special considerations, as it was believed that it was only a temporarily shut 
down. The furnace was operated at about 40 MW and the total size is 11.3 m and about 4.5 m 
high from the shell to the top of the charge. Electrodes were cut before the excavation began, 
which made it impossible to observe. The furnace was relined and then restarted as fast as 
possible. 

 

Figure 3: Pictures of furnace in Elkem Thamshavn with marked excavation front. 

Elkem Bjølvefosen.The interior of the furnace 1 producing 50% FeSi. Dimension were about 
6-7m in inner diameter and 2.8m high. The electrodes were moved after shutdown. This 
means first of all, that it was not possible to see if cavities are present or not below the 
electrodes. Secondly, it also means that mass from above could be found in the lower part of 
the furnace than originally positioned. The charge was hot-glowing (Figure 4) as the 
excavation started and this will of course limit the extent of the excavation, in the manner that 
samples cannot be exactly positioned.  
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Figure 4: Pictures of 50FeSi furnace in Elkem Bjølvefosen with marked excavation front. 

 
Wacker Chemicals. In August 2015, 33MW Si-furnace no 4 was shut down due to total 
renovation project. Excavation started one day after the furnace was stopped. Furnace was 
about 4m high and about 8.5m in inner diameter. Electrodes were cut before the excavation 
began. In April 2016 a 13 MW Si-furnace no. 1 was also shut down. Furnace was about 3 m 
high and about 5 m in inner diameter. Furnace was stopped with the electrodes down in 
operating position. Excavation started one week after the production was ended. Despite of 
small size of the furnace and relatively long period between shut down and excavation, 
interior of the reactor was very hot.  

 
 
 

 

Figure 5: Pictures of furnace no.4 in Wacker with marked excavation front. 
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Figure 6: Pictures of furnace no.1 in Wacker with marked excavation front. 

 

Excavations observation and discussion 
From visual observation and classification of collected samples, it was possible to distinguish a few 
main zones in industrial furnaces. As previously reported, only considering the horizontal crossed 
section, zones in Si furnace can be divided to [3]: 

1) Inactive zone, located around walls of the furnace, mostly consist of deposited slag and pre-
melted raw materials. This zone was observed in all excavation.  

2) Electrode track zone, as the furnace shell is rotating 
3) Inner zone, area located in central part of the furnace towards the electrodes. 

However, this description does not give completed overview about reaction zones in the furnace. 
Figures 6 and figure 7 present overview of reaction zones of 5 furnaces. Sketches presents whole 
internal part of the furnaces parts including the zones close to electrode where Si production occurs but 
also upper part of the furnace where condensation reactions take place.   

 

Figure 7: Overview of zones in two FeSi furnaces: a) 75 FeSi in Finfjord, b) 50 FeSi in Elkem 
Bjølvefosen. 

As figure 7 shows that the zones found in two FeSi furnaces, differ significantly. For high Si 
operation (75FeSi), loose materials were found on the top of the charge. Below this layer, 
reacted charge was observed. The term "reacted charge" can be defined as raw materials 
including smelted quartz with possible condensate deposition and SiC from carbon materials. 
Picture of sample showing reacted charge is presented in figure 8a . Moreover, visible cavities 
were found around the electrodes tip surrounded by the SiC crust with gas channels. Picture 
of SiC crust is presented on figure 8b. Under the electrodes, a mixture of melted quartz, SiC 
and alloy was seen. The production of silicon in this zone is assumed to be the main reaction 
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due reaction between SiO and SiC.   Small amount of slag was noticed on the outer part of the 
furnace, in the co-called inactive zone. 
In 50 FeSi furnace one zone of loose charge material from the charge top and down to the 
electrode tip position was seen. On the outside of the electrodes, from bottom to the top of the 
charge was massive slag layer. In addition, a more than 1m high slag layer was present 
covering the entire bottom. In some areas, slag layer was deposited 0.5 higher than electrode 
tip. This slag layer contained Ca-Al-silicates but was also spiced with small SiC particles. All 
slag samples investigated contained quite some carbon from the SiC. Presence of condensates 
layer in the upper part of the furnace or SiC crust around electrode tip was not observed. 
Furnace charge was very easy to remove, it was running out of the furnace and the material 
looked more like a coal bed, than a cavity operation.  
 

 

Figure 8: Materials found in 75FeSi: a) reacted charge, b) SiC crust.[2] 
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Figure 9: Overview of zones in Si furnaces: a) Wacker furnace no.1, b) Elkem Thamshavn, c) 
Wacker furnace no.4 
 

An overview of the zones found in Si furnaces is shown in figure 9. On the top of the 
furnaces raw materials were loosely packed. Due to its loose structure this layer is 
always removed firs as dig out progresses That can lead to misinterpretation about 
findings for example of unreacted quartz particles in the bottom part of the furnace. 
Below the loose charge layer, reacted charge, held together with smelted 
quartz/condensates was observed. In Elkem Thanshavn and Wacker furnace 1, the 
reacted charge looks relatively similar, which can be seen in figure 10. However in 
furnace no. 4 in Wacker this area of furnace consist mostly of particle of SiC mixed 
with melted quartz and white slag. Samples collected from this area are presented in 
figure 11. This layer was soft and easy to dig out of the furnace. Loose SiC with 
quartz and slag was tightly surrounding all three electrodes without any empty space 
between electrodes and charge.  
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Figure 10: Reacted charge found in: a) Elkem Thamshavn, b) and c) Wacker furnace no.1. 

Figure 11: Loose SiC with quartz and slag found in Wacker furnace no. 4. 

The main common zone for all three furnaces is about 1-1.5 m thick inactive zone 
located around the furnace wall. Slag deposited from the bottom lining to the very top 
of the furnace. In the bottom, layer consist mostly of green slag. Upwards, mixture of 
slag and some quartz particle was found. Photo of slag deposition inside the furnace 
and its scanning electron microscope image (SEM) is presented in the figure 12. 

Figure 12. Slag deposition inside the furnace (Wacker no. 4) and its SEM image. 

SiC crust found in Elkem Thamshavn was filling up almost half of the interior of the 
furnace, from the bottom up to the top. There are large gas channels in the size of 5-
10 cm, as can be seen in figure13. The figure show two large pieces removed. The gas 
channels were also seen in the previous FeSi excavation in Finfjord. Formation of SiC 
crust was aslo observed during Wacker excavations. In both cases, it was found on the 
outside of the electrode track zone in the height close to the electrode tip.  
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Figure 13: SiC deposit with gas channels (A, B), SiC crystals on the channel wall (C). [3] 

During the excavation of furnace no. 1 at Wacker it was possible to have close look 
and pick up the sample directly from area around the electrode tip. Electrodes were 
still in their working positions; they were not cut off before start of excavation, as it 
was in case of other Si furnaces. Around the electrode tip there was area filled with 
the mixture of SiC, Si and melted quartz. It is believed that the production of silicon 
in this zone is to be preliminary, thus it was marked on the figure 9a as Si production 
zone. Additionally on the figure 9a, below electrode the cavity was marked. It is 
believed that it  was filled with melted materials from Si production zone, as furnace 
was stopped. It is expected that in this area the electric arc will go towards Si bath or 
the SiC crust. Similar cavity was observed during the excavation in Elkem 
Thamshavn, however there was only SiC crust surrounding the electrode tip. Below 
the electrode small region with metal bath was identified, however the major zone in 
the bottom was mixture of green slag and SiC.  
Some very small areas of metal bath was observed in Wacker furnace no. 1 below 
electrodes. However, the main phase was mixture of SiC and Si, which was about 2m 
thick. In case of furnace no. 4 the liquid metal leaked out during the dig out, thus was 
very difficult to estimate area where it was cumulated. 

Conclusion 
• Five industrial scale furnaces (two FeSi and three Si) were excavated for the

purpose of finding reaction zones.
• Excavation of two FeSi furnaces indicate that during 50FeSi production process

heat to the system is delivered via coke bed. While 75FeSi production process
seems to be cavity operation as Si production process. 

• Inactive zone, consisting mostly of thick slag layer seems to be significant zone
in the furnace. Thus, it limits the space for "active" zones, for example hinder
the flow of the charge material but also can cause the problems with the 
tapping a furnace. 

• Distribution of the zones, and appearance of different zones it self can firstly be
determined by furnace operation strategy, not by used raw materials. Wacker
furnaces used similar raw materials-however, zones and they distributions in 
those furnaces differ significantly. 
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Abstract 

 Every year the Photovoltaic sector expands as the cost benefits of solar are 
disseminated worldwide with projections now for solar to reach the 100 GW per year 
installed capacity in a very short time.  With each GW of silicon based solar demand, 
more and more metallurgical silicon is needed to support the polysilicon sector, which 
is now on the verge of recovery after the last crisis in that industrial segment.   

 For all silicon based solar technologies, the processes required to provide polysilicon 
for those technologies mandate the need for a ground metallurgical silicon powder as a 
feedstock for this industrial segment. The silicones industry also requires the same 
ground silicon, but the process of grinding silicon generates an off size material that 
cannot be used by either industry.  In fact, every year more than 100 000 tons of silicon 
off spec waste is generated from this process that fall out of the value chain for which 
they were originally produced.    

 Additionally, further down the process of making solar devices, the manufacturing 
of solar wafers generates an additional more than 100 000 tons of silicon contaminated 
with SiC from the FAS1 and LAS2 process steps that is not used to make solar energy.  
The potential solar power from these wastes is forever lost and represents over 45 GW 
annually given today’s PV market.  

 The authors are developing and planning a waste silicon recycling factory to convert 
this waste from kerf and grinding processes back into the value chain as a feedstock for 
polysilicon production, thereby reducing the lost potential of this waste and providing a 
low cost feedstock for polysilicon producers. The authors are currently developing a 
factory project to capture the lost opportunity of waste silicon by combining proven 
technology advancements in solid-liquid separation techniques with modern gas 
atomization of silicon fines, resulting in chemically superior silicon with low impurities 
and homogenous physical characteristics for polysilicon production and 
Methylchorosilane production.  

1 Fixed abrasive slurry 
2 Loose abrasive slurry 
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Solar’s new future 
 It is clear that the world’s photovoltaic sails have been filled with a new wind of 
opportunity as the technology moves into the mainstream with a more healthy and 
sustainable y-o-y growth.  Additionally, the emergence of new markets like India with 
aggressive installation and manufacturing aspirations makes the future of solar energy 
quite bright indeed.   

PV demand forecasts 

Figure 1 PV market growth forecasts 

 The prospect of an 80 GW solar market in 2020 from only 18 GW in 2010 is a 
testament to the mainstream spread of Photovoltaics and has led to an enormous supply 
chain infrastructure build up as suppliers and equipment providers expanded their 
businesses to support the growth.  When the solar market was in its infancy the volumes 
of materials, and consequently wastes from the processes for those materials, was very 
low.  As the market has continued to grow the industry has had to deal not only the 
increasing material streams that are needed to sustain the growth, but also the wastes.  

 Aside from the overall demand growth of the solar segment, the changes in the 
actual production costs have been equally as dramatic. Polysilicon production costs 
have seen huge reductions due in part to economies of scale that have pushed producer 
costs to the mid $10’s per kg levels with further reductions in sight.  

Unseen wastes 
 The name “waste” implies a material that has no value, however in most modern 
industrial factories, almost all “wastes” have some value, even if that value is negative 
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in the sense that the wastes must be disposed off.  In the current work, the term “waste” 
means off grade material that is not or cannot be used for its intended purposes.  In the 
metallurgical silicon world, this “waste” is off grade silicon dust that is generated from 
the grinding processes that cannot be sold or used as a feedstock in the polysilicon or 
chemical markets.  In the world of solar wafer manufacturing, this “waste” is kerf loss 
from the wafering process that also cannot be reused in the Photovoltaic value chain.  
 The amount of waste built into the Photovoltaic value chain is growing with each 
GW of installed solar capacity yet an outsider looking in will find these wastes 
somewhat obscure.  As the solar industry transitions from subsidized to free market 
dynamics the growth of these wastes are seen equally as persistent.   

 It is clear that there are wastes in every industrial process and almost all industries 
attempt to reduce or mitigate these wastes and convert them into valuable products. In 
the case of energy intensive industries, the recycling of waste, for which energy was 
expended to produce, become valuable low hanging fruits to reduce costs and disburse 
fixed costs.  In the case of silicon wastes there are two main sources of wastes in the PV 
value chain.  These are  

(i) Silicon grinding fines
Grinding wastes occur as the off size produced during the grinding operations
of metallurgical silicon to produce on spec silicon powder feedstock for the
Trichlorosilane and Methylchorosilane processes.  These wastes are generated
from the milling and grinding process steps and vary in quantity as a function
of the technology used, equipment age and wear, process parameters and size
and characteristics of the material processed.  The material is generally lower

Figure 2 MG silicon and PV value chain 
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than 45 microns in size and cannot easily be used in the processes for which 
the ground material is intended.  Generally, the wastes vary from 5% - 10% of 
the volume of material processed.  In 2015, the volume of this wastes is 
estimated to be 70 000 to 140 000 tons per year3.  Fine grain silicon wastes are 
replete with practical challenges relating not only to handling but also to 
contamination and environmental impact. In standard casting of silicon metal, 
slow cooling of the moulds create areas of macro and micro grain structures, 
the latter containing high levels of metallic impurities which are prone to 
fracture easiest during standard milling/grinding of silicon to small PSDs 
(Particle Size Distribution).  Standard customer specifications of silicon metal 
for the polysilicon industry generally (with exceptions) require a lower limit of 
approx. 45μm in diameter, below which the material is not conducive to 
efficient fluidization in the TCS reactor. Some debate exists as to whether the 
solution to improving the utilization of this material is equipment related, i.e. 
re-designs of the specific reactors, or improved techniques in sizing of silicon. 
In this case, the authors are convinced the solution is the latter due to lower 
processing costs of resizing this material via atomization versus high capital 
costs of equipment reconstruction or upgrades. 

(ii) Kerf from LAS and FAS wafering processes
Silicon ingots made from high purity polysilicon are sliced into wafers and
generate a loss of silicon (“kerf”) equal to the thickness of the wire used in the
cutting process.  This silicon, which is of equally high purity as polysilicon, is
mixed with the cutting fluid and remnants of the wire used, which usually is
coated with silicon carbide (LAS based) or Nickel (FAS based).  The material
is very fine in nature and can reach sizes of less than 5 microns.  The waste
from this process varies according to the thickness of the wire and other factors
but generally is estimated to be 40%-45% of the original polysilicon processed.
In 2015, the wastes from this source are estimated to be 150,000 tons.

In total, the waste generation of silicon from the PV and Chemical sector in 2015 
exceeded 200 000 tons.  This amount of wastes will only increase as the PV sector 
grows. 

Wasted energy 
 A real accounting of the cost of the wastes in question in terms of energy expended 
is astounding, but this can be ignored because the energy spent to produce the primary 
metallurgical silicon and polysilicon will be consumed with or without the wastes.  A 
more relevant perspective is the amount of potential energy lost from these wastes 
because the silicon could not be transformed to a solar device that can generate 
electricity.   

 The total lost potential solar energy from the aforementioned wastes can easily be 
calculated by taking the total silicon and estimating the annual electricity output this 
silicon would have generated had it been used to make solar devices.  Assuming 150 

3 Based on estimates of the total demand of metallurgical silicon required by the photovoltaic and chemical sectors 
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0004 tons of grinding wastes and 150 000 tons of kerf wastes or a total of 300 000 tons 
of wastes silicon and a conversion of 6 grams of silicon per watt, the total lost potential  
solar power of this waste exceeds 45 GW per year.  To put this in perspective, by the 
end of 2015, Germany had cumulative installed PV capacity of just under 40GW5.  
Therefore, every year more potential solar electricity is lost due to silicon wastes than 
the entire cumulated PV output capacity of Germany.  

Figure 3 Annual lost potential solar electricity vs. the accumulated solar installations in 
Germany 

Can the silicon wastes in the industry be recycled? 

 As previously mentioned, the wastes from the PV sector consist of two main 
sources: undersize wastes from metallurgical silicon grinding and silicon containing 
kerf wastes from wafer slicing operations. It should be noted that previous work on the 
subject of kerf recycling has been focused on recycling kerf wastes, due to the high 
purity of the silicon in this material, into a substitute for polysilicon, from which it 
originates.   

The dream of many during the time of high polysilicon prices was to take this waste, 
separate it from the silicon carbide and PEG into which is was intricately mixed and 
reuse it in ingot furnaces to make new ingots.   
 Below is a cursory review of previously published projects including one current 
project, which follows or has followed the approach as described above, along with 
some comments on each:     

4 Which is then converted to polysilicon  
5 https://www.energy-charts.de/power_inst.htm 
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(i) Project RE-Si- CLE, “Recycling of Silicon Waste from PV Production Cycle”
(EU funded, 2002 to 2004): No industrial realization, difficulties related to
small SiC particles

(ii) Projekt „SICAREC“ (Deutsche Bundesstiftung Umwelt, 2009 bis 2013):
„Recyclingverfahren für Siliziumwafer-Sägeabfälle mit Wiederverwertung des
Siliziums in der Solarzellenfertigung“: No industrial realization.

(iii) J Air Waste Manag Assoc. 2013 May; 63(5):521-7. Tsai TH, Shih YP, Wu YF,
„Recycling silicon wire-saw slurries“: The separation of Si and SiC has been
found as a major challenge

(iv) Yen-Chih Lin, Teng-Yu Wang, Chung-Wen Lan, Clifford Y. Tai, „Recovery
of silicon powder from kerf loss slurry by centrifugation“, Powder Technology
200 (2010) 216–223: Centrifugation results up to around 91% at a yield of
74.1% have been seen as realistic, however not sufficient for industrial
implementation.

(v) Project SIKELOR „Silicon kerf loss recycling“ (EU funded, 2014 - 2016),
Garbo (IT), University of Greenwich (GB), University of Padua (IT), EAAT
(D), HZDR (Helmholtz- Zentrum Dresden-Rossendorf, D): currently running
research project, also targeting solar grade material

 In conclusion, an industrial application of these approaches has not been reached so 
far either a) due to the immense challenges of getting polysilicon purity levels and/or b) 
due to the significantly fallen polysilicon prices. 

 The current approach of recycling wastes by Viridis.iQ GmbH does not follow the 
same logic as those listed above. The idea of recycling wastes firstly has to take into 
account that the wastes themselves are of lower purity and likely can only be reused at 
places in the value chain where this purity is accepted by the process.  In the current 
case, the recycling of grinding and kerf wastes can only realistically be reused at the 
beginning of the PV value chain where the strongest and most rigorous purification step 
is used, i.e. the conversion of solid silicon to gaseous trichlorosilane or 
Methylchorosilane and its subsequent distillation.   

 The recycling process planned by Viridis.iQ is based on a three step approach in 
which the various waste sources are homogenized and treated with a wet chemical, 
thermal and shaping step.   

The wet chemical process step results in a dry powder that is then melted in a specially 
designed melting furnace, from which the liquid silicon is then atomized in a modified 
inert gas atomizer. 

 The input material to the process is micron size silicon waste from grinding 
processes and dried kerf, containing silicon and silicon carbide which has already gone 
through a separation process.  The material is loaded into a specially designed thermal 
treatment furnace for melting and then tapped into ladles for pouring into the atomizer.   
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 The resulting material is a customized silicon bead of average diameter 100 – 300 
microns depending on customer requirements.  The chemical purity of the material is 
improved due to the standard refining technique applied in the melting step with 
slagging and gas injection.   

Depending on the mix of incoming raw materials, the resulting final product can be 
tailored by increasing the mix of kerf (which has low metal content) and/or modifying 
the refining steps.  The integrated design of the factory allows for a small footprint and 
can be implemented into existing industrial infrastructure.    

Margin Improvements 
 Currently polysilicon producers are pushing cost reductions through economies of 
scale, improved processes and upgrades or installation of new technologies. With global 
top Tier 1 average cash costs for polysilicon being approximately $14.5/kg6, the overall 
cost structure of polysilicon becomes increasingly dependent on metallurgical silicon.  
Current metallurgical silicon prices are seeing a slump but generally are still on the rise 
as average producer costs are rising.   

 Notwithstanding an intermediate drop in prices as new capacity comes on stream in 
Iceland and other possible locations, the increase in demand for metallurgical Silicon, 
even if only from the solar sector, will more than compensate for these incremental 
capacity additions. A comparison of the evolution of the PV demand on metallurgical 
silicon sheds light on the overall impact that this industry is having on the silicon 
market.  

Source: CRU, Viridis.iQ estimates

6 Viridis.iQ internal modelling 

Figure 4 Growth of MG silicon segments 
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 The figure shows that the PV sector in 2015 is larger in terms of its demand of 
mgSilicon, than the entire Chemicals market was in 2005.  In 5 more years the  

Photovoltaics market will be nearly 85% the size of the Chemicals market, in terms of 
volume of silicon that is required.   

The metallurgical silicon industry is becoming increasingly dependent on the solar 
sector to diversify it from the Aluminum sector.  

 The purpose of the above figure is to demonstrate the impact the solar market has on 
the metallurgical silicon industry.  But this impact is not one sided as the metallurgical 
silicon industry also has growing importance on the polysilicon sector in terms of costs. 
Metallurgical silicon costs today represent nearly 20% of production costs some Tier 1 
polysilicon and chemical producers7 and this is only from one single raw material.   

 Therefore, a polysilicon producer who grinds its own metallurgical Silicon and sells 
its current waste stream from grinding for low value to the refractory sector is motived 
to recycle these wastes and use them in their polysilicon plant.   

In fact, there are already concerted efforts to increase the usage of higher and higher 
portions of fines from the grinding process in the polysilicon and chemical processes, 
but these efforts also have a high costs in terms of increased slurry handling and lower 
energy efficiency, not to mention that the grinding fines carry in more impurities to the 
system due to their nature.     

 Improving metallurgical silicon performance in the polysilicon and chemical 
processes also are a focus of many producers, as with polysilicon prices in the mid 
$10’s per kilogram, every effort must be made to squeeze higher efficiencies from the 
process.  

 Metallurgical silicon producers also are increasingly focused on cost reductions as 
their has long been a cost driven business. A review of the possible benefits to a 
metallurgical silicon producer who grinds their own silicon if they were to recycle their 
wastes, based on the Viridis.iQ approach, has been undertaken based on hypothetical 
parameters.   

The result of the exercise shows possible increase in gross margins of 1%.  This 
exercise assumes estimated premiums and costs for ground silicon powder as well as 
conversion costs of the wastes based on the proposed technology.  

 A polysilicon producer who owns and operates its own metallurgical silicon 
production facility might also benefit from translated cost savings from recycling of 
grinding wastes under various conditions. These financial benefits are estimated to be 
on the order of 90 – 160 basis points based on internal modelling.   

7 Wacker Chemie Q1 2016 conference call note – April 28th 2016

50 

http://viridis.iq/


Technical Solution 

 The proposed technology concept utilizes in-house developed process steps along 
with inert gas atomization technology.   

 The wet and thermal steps will not be disclosed herein but the atomization process 
step brings distinct advantages including improved handling from uniform particle 
shape and size; increased reaction rate due to evenly distributed intermetallic phases 
formation of binary, ternary and even multicomponent silicides at the grain boundaries 
(some beneficial to the MCS reaction). 

Of the many benefits of atomized silicon to the polysilicon process8, one of the main 
ones is the ability of doping the material with a selected catalyst that can aid in the 
reaction kinetics of both the Direct Chlorination and Hydrochlorination processes. The 
cooling rate of silicon, when atomized, is on the order of 105 – 106  K/second which 
prohibits metallic impurities in the silicon from quickly segregating, as can easily 
happen in traditional casting of silicon and slow cooling of ingots. Additionally, the 
physically restricted shape of the particle creates barriers to segregation from one 
particle to another. Rapid cooling of the silicon during atomization also creates surface 
points on the particle at which the intermetallic phases are present. When low 
temperature catalysts are used, these “last to freeze” elements tend to also be present on 
the surface. 

Figure 5 Comparison of grinded MG silicon versus recycling MG silicon wastes 

8 Uniform size and shape, flowability, lower segregation of impurities, usage of fine grain feedstock, low 
surface area, catalyst addition, etc. 
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Initial planned production 
 Viridis.iQ is planning to build and operate an initial recycling production factory for 
the recycling of kerf and grinding fines wastes. This factory will be designed to handle 
both waste streams to maximize cost benefits and to capitalize on availability of waste 
streams.  The initial location of the factory is planned in Europe at the existing site of an 
operating partner in order to reduce CAPEX and infrastructure costs and to utilize 
existing procurement channels. Currently Viridis.iQ is raising capital for the project 
with a planned start up in 2017 and a capacity of 3000 tons per year of metallurgical 
silicon powder meeting the specifications of polysilicon and chemical customers.   

Conclusion 
 The photovoltaic market continues to grow and is expected to reach 80 GW of 
installed capacity per year by 2020, which represents a growing dependency on the 
metallurgical silicon for which it uses as a feedstock.  The solar industry value chain 
currently loses nearly 200 000 ton of usable silicon per year due to process restrictions 
that force this material to drop out of the sector. This lost potential of silicon represents 
nearly 45 GW of annual power production, which is more than the accumulated 
installed solar capacity of Germany.   

 The recycling of waste silicon is not a new development and many efforts have been 
tried but mainly based on using the wastes from kerf as a substitute for polysilicon.  The 
authors have developed a different approach that instead considers the wastes as a 
substitute for metallurgical silicon feedstock and not polysilicon.  This approach is more 
industrially and economically viable and technically possible with the development of 
the process done by Viridis.iQ.  

 The process steps developed include a wet chemical, thermal treatment and gas 
atomization step; the latter of which brings added benefits to the material via superior 
homogeneous physical properties and the ability to add specialized catalysts to improve 
reactivity in polysilicon production.  
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Abstract 
Tapping a large Submerged Arc Furnace efficiently, safe and causing a minimum of 
damages to the taphole refractories is an art. When mechanically tapping a large 
Silicon furnace producing high purity grade Silicon, the challenges are even greater. 
When you survey the methods used around the world today, you will find operators 
using either drills, shotguns, graphite stinger rods, oxygen steel pipes, aluminium 
pipes, oxygen pipes with ceramic coating, pieces of wood or all of the above.  

Good taphole management is crucial for a safe and profitable furnace operation. In 
addition, the capability to keep the taphole in as good condition as possible will 
reduce the gas blowing from the furnace through the taphole. This in turn will 
improve the environmental impact and more importantly, the working conditions for 
the operators. 

This paper will show the proven advantages using the new carbon steel oxygen 
thermal lances from Trefimet, with a computed design of the inserted steel profiles, 
for this operation. Once developed for the copper smelters, this patented invention is 
now successfully used by leading Silicon producers, both for refreshing a taphole 
where the flow of silicon has dropped due to the precipitation of SiC or the opening 
up of a new taphole. 

 Keywords: Taphole, Oxygen lance, Thermal lance, Silicon Metal.  
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Plain steel pipes vs. advanced lances  
Furnace tapping using oxygen steel pipes has not seen a significant change in over 
100 years. Until now. Well-known problems related to the use of standard pipes as 
well as wire filled lances in a Silicon furnace, include, but are not limited to: 

• Inaccurate tool: pipe bends and flame is not focused, causing damages &
shortening the life of the taphole refractories, which adds cost and loss of
production.

• Increased Fe contamination of the Silicon produced, resulting in reduced revenue.
• Physically hard and unsafe to operate, as you need to push the pipe against the

taphole to keep it ignited.
• Safety: slow getting the job done, results in extended exposure to the operator in an

unsafe area of the furnace.
• Cost: high oxygen consumption & high lance consumption. Ceramic coating

needed to protect pipes from high tapping temperature.
• Time consuming and frustrating to connect one lance to another; increased waste

and cost. Screw joints many times result in labor injuries to arms and joints.
• Deteriorating taphole conditions resulting in gas blowing, with an impact on the

environment as well as operator health.

Many of these drawbacks are related to the use of primitive steel pipe oxygen lances. 
One of these consequences appears when the lance has to be pressed against its attack 
point. The pipe bends and more importantly, that pressure generates an undesired 
radial combustion, speeds up lance consumption and generates an irregular 
perforation. Thus, this effect lowers the lance’s capability to concentrate all its energy 
at the attack point, wasting energy on its own consumption and tearing up undesired 
zones of taphole refractories.  

The basic concept of any thermal lance is that it generates a thermal energy flow from 
Fe combustion contained in the steel of the lance itself. In order for this combustion to 
take place, the Fe's ignition temperature must be reached and it must also be in 
contact with high purity oxygen at the right pressure and flow rate. The flame at the 
tip of the lance has a temperature of about 3 000C (5 400F). The kinetic energy of the 
oxygen drags the combustion forward leaving only the tip of the lance lit; its effective 
attack edge.  

The plain steel pipe lance is a hollow tube, without inserts resulting in the steel 
coming into contact with oxygen only in the internal wall of the tube. The thicker the 
walls “the better”, as you are adding more Fe to the combustion. The new advanced 
thermal lances on the other hand, have several specially designed internal ducts which 
allow the oxygen to get in contact with both sides of its steel internal profiles. The 
result is a significantly increased steel/oxygen contact surface in the important 
combustion zone compared to the standard oxygen pipes. In addition, it cools the 
section of the pipe not burning, extending its longevity in a taphole environment. 

The oxygen pipe is ignited by heating its tip with a solid combustible mass already 
ignited (i.e. burning coal), the pure oxygen increases the combustion, so that heat and 
oxygen bounce against the outer wall of the oxygen pipe (see Figure 1). 
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Figure 1. Oxygen lance tip combustion 

Under this condition, any steel portion of the oxygen pipe, at Fe ignition temperature 
and in contact with oxygen, will react in combustion. However, as soon as the oxygen 
pipe is pulled back, the heat and oxygen bounce will end; extinguishing the Fe 
combustion and usually just a few sparks will remain. Many times it is hard to keep 
these sparks ignited until they reach the attack point, leaving the operator with a 
difficult, non-standard, and many times unsafe procedure to ignite the oxygen pipe 
(see Figure 2). 

Figure 2.  Remaining sparks when standard lance is removed from surface 

The new advanced lance ignites just like a standard steel oxygen pipe, by heating its 
tip and letting oxygen pass through. However, when the tip’s combustion starts it will 
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continue burning, even after the lance is pulled back from the burning mass. No 
matter the amount of oxygen, the lance will remain ignited thanks to its internal 
oxygen ducts that always keep enough Fe at ignition temperature and in contact with 
oxygen. This gives the operator an easy, safe and standard procedure to ignite the 
lance and to keep it ignited (see Figure 3). 

Figure 3. Advanced oxygen lance self-sustained ignition 

Since the standard oxygen pipe cannot keep being ignited by itself, it will only 
generate energy when the oxygen conducted through the pipe is bouncing against a 
surface. The bouncing oxygen ignites the external wall of the pipe, generating energy 
fluxes back around the pipe tip (usually the target material is in front), making it very 
inefficient (see Figure 4). 

56 



Figure 4. Inefficient cutting using standard lance 

In contrast, thanks to their close to perfect steel/oxygen balance, the new advanced 

lances can keep being ignited without the need to bounce the oxygen through the 

lance against a surface. This will focus the energy forward and coaxially to the lance, 

concentrating the lance power against the target material (see Figure 5). 

Figure 5. Efficient cutting using advanced lance 

As previously stated, the standard oxygen pipe works only when the oxygen bounces, 

and it will ignite at random points behind the tip, sometimes several inches back. This 

random and unstable pipe burning causes energy loss, since a great deal of energy is 
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used to heat and cut the pipe itself, focusing some of the energy backward and around 

the lance, lowering the effectiveness of the oxygen pipe energy generation. 

Since the new advanced lance generates its energy forward, no points behind the tip 

of the lance are exposed to ignition temperatures. This fact dramatically lowers the 

energy wasted on heating and cutting the lance itself.  This allows most of the energy 

to attack the target material (Figure 5 above). The increased effectiveness of the 

energy generation of the new lances therefor makes them significantly faster and more 

efficient than the standard oxygen pipes. 

The new lances are each specifically designed for different applications and 

conditions. Therefore, most of the oxygen is burned during the combustion process, 

and none of the oxygen excess will reach critical lining areas. In addition, since these 

lances operate faster, they will use oxygen during a much shorter time compared to 

the standard oxygen pipe. This results in a significant saving in the oxygen 

consumption in order to get the same job done. 

These lance has several oxygen ducts configured between their inserts offering a total 

passage way along the whole length of the lance, no strangulation is required to 

maintain the inserts in place. The result is that the oxygen can “run freely” through the 

lance.  That is the explanation to the fact that these new lances operates well even 

with lower oxygen pressure, utilizing existing oxygen supply and plant equipment. 

The new advanced oxygen lance 
Chilean based lance manufacturer Trefimet has over the last 15 years, together with 

the local copper industry, developed and patented an advanced thermal lance design 

and lance-to-lance connection system. These new lances provide an outstanding 

performance for a faster, more efficient, and more cost-effective furnace tapping 

operation. The lances are supplied in several different models, each adapted to the 

exact application and conditions where it will be used.  

Figure 6 shows one model with square and rounded steel inserts and an outside 

diameter of 13,7mm; the TR25. 

Figure 6. The TR25 advanced oxygen lance 
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The company has developed a perfect balance between speed and the available mass 

for the combustion process, creating the right exothermic reaction for each furnace 

taphole demand. 

These advanced oxygen lances offer an almost perfect combustion, resulting in an 

operation with minimum emissions of fugitive gaseous and pollutants. In addition, it 

completes the operation in less time than what is required by a standard lance. 

Therefore, it emits much less fugitive gases during operation. The reduced number of 

lances required, lower oxygen consumption and no left-overs (thanks to the special 

lance-to-lance quick connector system EasyClick™) are some of the benefits taphole 

operators enjoy using these new lances. 

Increased accuracy and speed 
These new lances are very accurate tools that enable the operator to perform a more 

controlled operation; resulting in longer taphole life, fewer repairs and less down-time 

Moreover, a lower projection of particles reduces the wear of PPE (personal 

protective equipment.) Increased safety is also an important consideration. Trefimet 

lances generate a more efficient and accurate energy which does not require pressing 

the lance against the target; it lowers the projection of incandescent particles and gas 

generation, giving greater control over the operation. The reduced operation time 

required decreases the time of exposure for the operator at high temperatures. Less 

stress, heat and sparks, coupled with greater cutting control, improve operations 

safety, cutting accuracy and working conditions. 

The Trefimet SuperOxibar, UltraOxibar and the TR models were developed specially 

for Si metal furnace tapping operations.  

Benefits for silicon tapping operations 
Most of the thermal energy flow, due to the modus operandi of a standard oxygen 

steel pipe (it needs something in front on which to bounce the oxygen, and heat in 

order to combust), takes a perpendicular direction from the pipe, breaking by fusion 

everything within a radius of 5 or more times the diameter of the pipe. Figure 7, 

shows the consequential damages that a standard pipe could cause to the tapping 

channel refractories.  

Figure 7. Standard pipe in taphole 
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Damage to the refractories is significant, which ultimately requires frequent taphole 

maintenance. Needless to say, this maintenance has financial consequences for the 

furnace operations.  

Since the new advanced Trefimet lance generates its energy forward, no points behind 

the tip of the lance are exposed to ignition temperatures. This fact dramatically lowers 

the energy wasted on heating and cutting the lance itself and allows for most of the 

energy to attack the target material. The increased effectiveness of the energy 

generation of the new Trefimet lances makes them faster and more efficient than the 

standard oxygen pipes. 

Once ignited, these lances do not need material in front on which to bounce the heat 

and oxygen; it will remain ignited under all conditions. This allows the operator to 

direct the lance in any direction he deems necessary. In Figure 8, a typical controlled 

taphole opening is illustrated, causing no refractory damage.   

Figure 8. Trefimet lance in a taphole 

Longer lasting lances due to “self-cooling” effect” 

The many advantages operating a Trefimet lance in a Silicon furnace taphole has been 

described in detail above. This reduces or at some furnaces, eliminates the need for 

alternative taphole opening methods, many which are inefficient as well as unsafe.  

In addition, the low temperature oxygen that flows through the many ducts of a 

Trefimet lance, keeps the lance cooler, resulting in the lance better resisting the high 

ambient temperature in front of the taphole. Historically, Si metal furnace operators 

have been using ordinary steel oxygen pipes with ceramic coating, but as the lances 

are operating slow, many lances are lost before they actually get the job done. This 

also results in increased Fe contamination to the product. This is why the Trefimet 

lance operates cooler than a plain steel pipe; 
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Part of this is due to the fact that the convective heat transfer of oxygen is a function 
of the velocity of the gas through the pipe/lance. The ducts in the Trefimet lance will 
result in increased gas velocity as the flow is the same (oxygen can be regarded as 
incompressible at the speeds in question, as the differences in density is negligible). 
One can show that for a TR38 lance, this results in an increased cooling effect with 
approximately 25%. 

The more significant part of the decreased temperature of the Trefimet lance is due to 
the increased heat transfer area caused by the steel ducts inside the lance vs. a plain 
pipe. Using Newton’s Law of Cooling: 

where we are interested in concluding how the cooling effect (Q) changes with the 
change in heat transfer area (A). k is the convective heat transfer coefficient for steel 
(~50 W/m2K) and T the temperature difference. 

One can then show that the increase in cooling area between a standard steel pipe and 
the TR38 lance results in an increased cooling effect of 500%. Looking at the TR75, 
the increase will be even larger (Figure 9, The TR75 thermal lance) 

The added cooling effect will result in less lance consumption, faster operation and 
therefore significantly less Fe contamination to the Silicon.  

Figure 9. Showing the internal duct design of one very powerfull Trefimet model 

Conclusion 
Trefimet has managed to develop a patented and advanced oxygen lance design that 
offers the following advantages to Silicon furnace operators: 

• It focuses its energy on the attack point, resulting in more accurate perforations –
faster to operate and less damage to taphole. Less labor injuries inflicted.
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• Faster operation results in significantly reduced Fe contamination to the Silicon.
• Faster operations also results in decreased exposure time and therefore increased

safety.
• Offers lower oxygen and lance consumption.
• No need to push lance forward. Keeps ignited. Easier to operate, lance bends less.
• Very easy to connect lances with the EasyClick™ system– faster, less labor

injuries, and less wasted pipes.
• It generates less fumes and particles – easier to operate and your target is more

visible.
• Improved taphole condition reduces gas blowing, reducing the environmental

impact and increasing operator safety.
• Oxygen flow cools the critical part of the lance exposed to flowing Silicon; results

in extended lance life in a tough environment, thus faster operation and less Fe
contamination.

As stated at the beginning of this paper, an important tool for many Silicon tapping 
operations has for many decades been the oxygen steel pipe. But this has not been 
considered an operation that brings added value, and, therefore, there has been 
practically no product development during all these years.  

Furnaces have been made more efficient and computer controlled, electrode systems 
have been modernized; moving from carbon electrodes to composite electrodes, 
taphole clays are today environmentally friendly as well as great for the tapping 
process, cooling systems have been improved, lance holders with built in safety 
valves are almost standard, refractory concepts and materials have been refined to 
offer improved furnace life and safety, just to mention a few developments that have 
taken place in recent years. And now, finally, the oxygen lance technology has 
reached a new level. This is truly a step change. These new lances are very accurate 
tools that enable the operator to perform a more controlled operation; resulting in 
longer taphole life, fewer repairs, increased safety, less down-time and increased 
revenue.  
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Abstract 
The carbothermic metallurgical silicon process is briefly described and selected 
operational aspects are discussed. 

Process overview and furnace equipment 

Silicon is produced in a carbothermic process in submerged arc furnaces with three 
alternate current electrodes as shown in Figure 1.  

Figure 1: A typical modern plant for production of silicon including the most important raw 
materials, off-gas handling and post tap hole treatment as illustrated by Schei, Tuset & Tveit 
[1]. The refining step is optional. Solidification may be done in several different ways, 
including water granulation. 
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Furnace size 

Carbothermic silicon furnaces range from very small units in the order of 5 MW to 
about 45 MW. The process is run 24 hours a day week in and week out unless there 
are problems with the operation or maintenance is required.  

Energy consumption and raw material demand 

A well operated medium or large furnace uses about 10.5 MWh per metric ton tapped 
silicon and upwards depending on the electrical efficiency of the furnace and the 
silicon recovery.  A 35 MW furnace hence produces just over 3 ton silicon and 1 ton 
silica an hour. This requires that about 7500 kg quartz and 2800 kg fix-C (reactive 
carbon) are fed to the furnace every hour. The actual amount of carbon materials is in 
the same order as the quartz, but varies with the ratio of coal, coke, charcoal and 
wood chips since these materials have significantly different contents of water, 
volatiles and ash. Tapping is continuous unless there are problems with the furnace 
operation, the tapping area or with critical equipment. 

The furnace pot 

The diameter of the steel furnace pot for a large furnace is over ten meters while the 
height from the bottom steel plate to the top of the charge may be six-seven meters. 
The height of the charge may be three-four meters. The furnace pot can be stationary 
for small furnaces, but it rotates slowly for most medium sized and large furnaces, 
typically with a speed corresponding to one full turn in about a month. The rotation is 
partly to protect the lining below the electrodes and partly to help break up crusts that 
might otherwise form in the charge. Too fast rotation may cause electrode breakages. 

The electrodes 

The process requires a lot of electric energy which is delivered by three consumable 
carbon electrodes at a relative low voltage and high currents. Typical values are 150-
300V and 50-100 kA. 
 The electrode diameter for large furnaces is in the order of 1.5 meters. The 
electrodes are going through sealed openings in the smoke hood. They are lifted and 
lowered automatically in combination with changing transformer settings in response 
to changes in the furnace resistance, furnace conditions and electric strategy.  
 Many silicon furnaces use approximately 2.5 meter long full sized prebaked 
electrode elements which are screwed together with carbon nipples to compensate for 
an electrode consumption in the range 50-100 kg/ton tapped silicon. Other furnaces 
use a relatively small graphite core in the centre of a steel cylinder filled with 
Søderberg electrode paste known from production of ferrosilicon [2]. The Søderberg 
paste is baked to solid electrode in the electrode holder region. This so-called 
compound electrode is then extruded from the steel casing to keep the contamination 
of iron from the steel casing at an acceptable level. Such electrodes are less expensive 
than prebaked electrodes, but require more complex electrode equipment. They also 
have some additional functional challenges compared to prebaked electrodes, but may 
have some metallurgical advantages due to the high conductivity of the graphite core.  

Feeding raw materials 

The raw materials are mixed after weighing and then fed to the top of the furnace 
either through several tubes like the one shown on Figure 1 or by special trucks 
delivering batches through gates in the side walls of the smoke hood, or both. These 
gates are also used for inspection of the furnace top and for stoking and tasks like 
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moving raw materials around and removing large blocks from broken electrodes. 
Feeding only by truck is not suited for large furnaces. 
 Charge tubes give the possibility to feed much of the materials automatically. It is 
then possible to feed little material quite often rather than large batches less often by 
truck. This is referred to as semi-continuous feeding, which has proven to be 
favourable both for the process as such, for reducing the wear on the furnace hood and 
for reducing emission of for example NOX in the off-gas. The main reason is that the 
variations in gas production are reduced and the gas distribution becomes more even 
so that the temperature peaks are smaller and shorter. The combustion of CO(g), 
SiO(g) and volatiles above the charge then becomes more steady and favourable for 
low production of NOX. The details are complex and not fully understood yet.  

Tapping and refining 

Liquid silicon is tapped into ladles or moulds through one out of several tap holes in 
the side close to the bottom of the furnace. These are repaired on a semi-regular basis. 
A lot of hard work in very warm, dusty and tough conditions including splashing of 
liquid silicon and intense welding torch like gas flames is required in this area to keep 
the tap hole open. Otherwise slag will clog the channel or freezing silicon may cause 
problems. The operators use rods of wood, oxygen through hollow rods of aluminium 
or iron (beware of iron contamination) or shoots with coarse calibre zink bullets to 
keep the tap hole open.  
A poorly drained furnace will not perform well. It is essential that a new tap hole is 
opened in the correct height and with the correct angel so it meets the silicon inside 
the furnace at the right place. It is also essential that the skilful operators manage to 
preserve optimal conditions in the tapping area until a new tap hole is opened. 
Tapping is continuous, at least for medium size and large furnaces, unless furnace 
operation or maintenance requires otherwise. 

Figure 2: Operator working in the tapping area. 

The silica fume in the tapping area is collected as good as possible and routed into the 
main off-gas channel from the smoke hood to be recovered in the fume filter. Some 
furnaces have separate fume filters for the gas from the tapping area. 
 The typical tapping time for large furnaces is 1 1/2 to 2 hours. The silicon is 
normally refined during tapping by purging oxygen and air through it via a porous 
plug in the bottom of the ladle while fluxes are added at the top to adjust the refining 
slag. The goal is to reduce the aluminium and calcium content to the desired levels, 
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which will vary from one customer to the other. Further refining may be done after 
tapping, if needed. This is normally decided upon receiving the analysis of samples 
taken shortly before the ladle is full. Stable furnace operation and tapping makes the 
refining much easier. 

Suggested literature on tapping is [1] and [3] and on refining of silicon [1] and [4]. 

Process gases, silica fumes and energy recovery 

Almost all free carbon that is added in the raw materials will leave the furnace as 
CO(g). Only a small amount of it will be dissolved in the liquid silicon. A small 
fraction of the CO(g) will come out of the tap hole, but most of it will leave through 
the charge top together with some SiO(g) produced in the hot zone and water vapour, 
volatiles and other gases driven off from the carbon materials as they are heated. 
These very hot gases mix with air sucked in through the charging gates above the 
charge and they will burn to CO2(g) and fine SiO2-particles called silica fume or silica 
dust as they are sucked into the filter unit where the silica is collected. The silica is 
sold, mostly to producers of concrete. Typically 10-20% of the quartz ends up as 
silica, depending on the furnace operation. 
 Modern furnaces normally have energy recovery from the hot process gases before 
filtering out the silica. Producing hot water for district heating is more energy efficient 
than producing electric energy, but not all plants have a demand for district heating 
nearby.  

Basic overall chemical reactions 

In the carbothermic silicon process we use carbon at high temperatures, in the order of 
2000 C, to remove the two strongly bonded oxygen atoms from the silicon in quartz 
(SiO2) according to Eq. 1. 

SiO2(l) + 2C(s) = Si(l) + 2CO(g) (1) 

If we have exactly 2 moles of chemically active carbon (fix-C) for every mole of 
quartz, we say that the carbon balance is 100%.  
 However, several other chemical species are present at these high temperatures, 
most notably SiO(g), CO(g) and SiC(s), giving the more realistic Eq. 2 which is 
discussed in much more detail for example in [1] than it is here. 

a SiO2(l) + b SiC(s) + c C(s) = x Si(l) + y SiO(g) + z CO(g) + u SiC(s) (2) 

This equation allows both for net production of silicon carbide in periods where we 
add more carbon that we should have done (overcoked process, u>0 and b=0) or net 
consumption of SiC that has been deposited earlier if we add less carbon than we 
should have done (undercoked process, b>0, u=0).  
 The special case b=0 and u=0 means a process where SiC is neither consumed nor 
produced overall. Eq. 2 then transforms to Eq. 2.a when the parameter ‘a’ in Eq. 2 is 
assigned the value 1 and x is the silicon yield (the fraction of Si in the quartz in the 
raw materials that comes out of the tap hole as liquid silicon). 

SiO2(l) + (1+x) C(s) = x Si(l) + (1-x) SiO(g) + (1+x) CO(g) (2.a) 

This is the situation we are aiming for where the carbon balance is optimal and good 
furnace operation may prevail for a long time if everything else is also optimal.  
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 Eq. 2.a shows that a carbon balance given by Eq. 3 is needed in the raw material 
mix at a silicon yield of x if there are no losses during transportation of raw materials 
and if there are no other carbon consuming reactions taking place in the process. 

Fix-C = 100% • (1+x)/2 (3) 

Eq. 3 shows that we need a carbon balance of 100% • (1+1)/2 = 100% if we have no 
carbon losses for a silicon yield of 100%. At a silicon yield of 85%, the optimal 
carbon balance is 100% • (1+0.85)/2 = 92.5%, while a silicon yield of 0% (producing 
only silica according to Eq. 4 or Eq. 2.a with x=0) requires a carbon balance of 100% 
• (1+0.00)/2 = 50.0%.

SiO2(l) + C(s) = SiO(g) + CO(g) (4) 

The important observation is that the amount of carbon required increases with 1.0% 
for every 2.0% increased silicon yield. This means that more carbon must be added in 
periods with high silicon yield and that the amount of carbon must be reduced if the 
silicon yield drops.  
 Even Eq. 2 is still a simplified approach since a lot of other elements and 
compounds, of which Al, Ca, Ti, S, water and volatiles are perhaps most important, 
enters the process through the raw materials. However, for a discussion of the 
operational aspects, Eq. 2 is just fine.  

Chemical reactions in different zones  

It is common to split the furnace in an upper/outer zone with mostly moderate 
temperatures and a high temperature inner/lower zone surrounding the gas filled 
cavity around the electrode tips. Figure 3 illustrates the conditions around one 
electrode, including the most important chemical compounds and reactions in various 
parts of the furnace.  

Figure 3: Schematic sketch of the area around one electrode. The figure is based on a 
drawing by Schei, Tveit and Tuset [1]. 

High temperatures are required to produce silicon, at least 1812 C. In practice, it is 
believed that the temperature around the electrode tip is in the order of 2000 C. These 
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high temperatures are reached by an alternate current electric arc burning preferably 
from the tip of the electrode to the metal pool below it.  
 A large gas filled cavity forms around the lower part of the electrode because the 
raw materials do not always move easily downwards on their own for reasons to be 
explained later. The high energy density clears the area around the electrode tip to 
create a cavity in which the electric arc can burn and deliver high enough 
temperatures for silicon production.  
 The electric arc can also burn from the flank of the electrode to the cavity wall and 
passes through the hot electrically conducting materials there, most importantly C and 
SiC, and continue all the way to the other electrodes. On its way, energy is released in 
the cavity walls and wherever the current goes by ohmic heating and by small electric 
arcs from one conducting particle to the next. Calculations show that the core of the 
electric arc can exceed 25 000K. Hence radiation is important for heat transfer in this 
zone.  
 Silicon is primarily produced in the hot zone by Eq. 5, but also in the upper zone 
by Eq. 6. 

SiC(s) + SiO2(l) = 2 Si(l) + CO(g) (5) 

2SiO(g) = Si(l) + SiO2(l) (6) 

SiO(g) produced by several reactions in the hot zone will react with carbon in the 
upper part of the furnaces according to Eq. 7.  

SiO(g) + 2C(s) = SiC(g) + CO(g) (7) 

Eqs. 6 and 7 are the most important reactions to prevent SiO(g) from being lost from 
the charge top. 

Selected operational aspects  

A comprehensive description of all important operational aspects will take all to long 
to give. Only a few selected aspcets are described below.  

In the upper zone, the quartz is heated as it descends and meets hot gas emerging from 
the lower/inner zone. The quartz melts in the lower part of this zone and flows down 
under the electrode as a highly viscous fluid. Little else happens to the quartz in the 
upper zone, expect that it may start reacting when it gets to the cavity wall and 
becomes exposed to high temperature gases and radiation from the electric arc.  
 Too large quartz lumps will reach the hot zone without being properly heated in 
the center. This will lower the temperature in the hot zone, which is bad since the ratio 
of SiO(g) to CO(g) then increases, bringing more SiO(g) out of the zone together with 
the CO(g). Recovery of SiO(g) then becomes more difficult and the losses increase.  
 Too small quartz fractions, on the other hand, may also cause problems since the 
gas distribution may then suffer. Mechanically and thermally weak quartz will add to 
the fines fractions and is in general unwanted. 
 The carbon materials will also be heated in the upper part of the furnace. 
Preferably they react completely to silicon carbide according to Eq. 7 in the upper 
part. 
 Even gas distribution, small enough carbon particles and good intrinsic SiO-
reactivity promotes this reaction which is extremely important for two reasons: 
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1. If all carbon reacts according to Eq. 7 in the upper zone, then half of the
carbon exits the furnace as CO(g) without ever reaching the hot zone. This
minimizes the amount of CO(g) produced in the hot zone, and hence also
minimizes the amount of SiO(g) that leaves with it since the SiO(g)/CO(g)
ratio in the hot zone is defined by the temperature there and kinetics. Less
carbon in the hot zone therefore implies that less SiO(g) must be captured in
the upper zone, and the silicon yield increases.

2. Eq. 7 captures SiO(g) before it leaves the furnace. This is obviously good for
the silicon yield.

Eq. 7 provides one out of two reactions to capture SiO(g) on its way out. The other is 
the so-called condensation reaction (see Eq. 6) which occurs when hot SiO(g) is 
cooled as it meets colder raw materials. The reaction product from Eq. 6 is an intimate 
mixture of glassy silica and silicon. This substance will gather on particles and in-
between them as a glassy, glue like substance. The reaction is highly exothermic, and 
it will therefore heat the charge. Three major problems occur if we have enhanced 
SiO(g) concentrations in the upper zone, for example if Eq. 7 fails: 

1. The charge may become so hot that the condensation reaction can no longer
continue.

2. The desired even gas distribution is ruined since the glassy condensate forms
a fairly compact lid inside the charge where the gas cannot pass. The gas then
forces its way through narrow channels and we get concentrated welding
torch like flames emerging from small areas at the charge top, often close to
the electrodes. We say that the furnace is blowing when this happens.
Obviously, most of the gas, including the SiO(g), then passes through a very
small fraction of the raw materials. This means that a smaller amount of the
carbon in the raw materials will be exposed to SiO(g). Carbon conversion to
SiC by Eq. 7 then suffers and things get even worse.

3. The condensate lid that prevents even gas distribution also prevents the raw
materials from descending easily in the furnace. We say that the raw materials
are hanging in the furnace. Stoking may then be necessary to help the
materials move downwards. The operator will notice that the charge top
grows higher in areas where this happens if the raw material system continues
to feed the furnace at the normal rate. The area underneath the electrode then
runs out of charge and the cavity wall moves upwards since the material flow
has decreased or even stopped. This continues until the cavity wall has moved
so high up in the furnace that it collapses and large amounts of charge rushes
down to the hot zone. This is usually accompanied with violent outburst of
gas and dust that can rush out of the furnace through the charging gates. This
can be very dangerous in extreme situations.

Large amounts of SiO(g) may arise from various problems. Poor conversion of carbon 
to SiC according to Eq. 7 is one. Another is a temperature drop in the hot zone since 
the SiO/CO gas ratio in the hot zone increases with falling temperatures. A third is if 
we have too little carbon in the raw materials (undercoked furnace), which means that 
less quartz molecules will find two carbon atoms to form silicon. Instead they find 
only one and therefore ends up as SiO(g) rather than silicon.  
 A temperature drop in the hot zone can for example occur if raw materials 
suddenly rush down to the hot zone as described above. It can also result from too 
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coarse quartz lumps that do not have time to heat properly all the way to the center 
before entering the hot zone. A third reason is if the set point for the current is too 
low, corresponding to a low value of the Westly constant, also known as C3 (see Eq. 
8, where I is the current in kA and P is the furnace load in MW). 

C3 = I / P2/3 (8) 

Typical values of C3 for medium sized furnaces are in the range 8,5 – 9,5. Lower 
values of C3 means that a higher fraction of the furnace load is delivered to the upper 
part of the furnace. This increases the melting of quartz, which in turn increases the 
amount of charge that is supplied to the hot zone. At the same time, there is less 
energy available in the hot zone and the chemical conversion rate there decreases. A 
too low C3 value therefore results in more raw materials being supplied to the hot 
zone than can be consumed by the endothermic reactions. Raw materials can then 
build up below the electrode. Three main problems then occur:  

1. The molten quartz does not conduct electricity. Too large amounts of it below
the electrode can thus prevent the electric arc from burning down towards the
metal pool. Instead it may be forced to burn from the electrode flank to the
side of the cavity wall. This means that even more of the energy will be
delivered to the upper part of the furnace and the problem may escalate.

2. A surplus of molten quartz may gather in the tapping channel or in its inlet and
cause problems in tapping the furnace.

3. The temperature may decrease in the hot zone because more energy is
delivered high up in the gas-filled cavity and less further down. This will
increase the SiO/CO ratio of the gas leaving the hot zone, which is
unfavorable as described earlier.

Good furnace operation requires that the C3 value is chosen such that the material 
transport to the hot zone matches the chemical consumption there. The energy balance 
is then correct.  
 Situation 1 above normally changes the dynamic behavior of the electrode. An 
electric arc that burns downwards against the metal pool with no major obstructions 
will usually move only short distances up and down, typically less than 15 cm, in 
response to relatively small dynamic changes in the furnace resistance. However, a 
major change in resistance occurs once insulating quartz blocks the electric arc so that 
it suddenly jumps over to a highly conducting area of the cavity wall. The current then 
increases abruptly and the electrode regulator responds by lifting the electrode to 
lower the current as it expects to increase the length of the electric arc by this. 
However, since the electric arc now all of a sudden burns high up on the electrode 
flank, there will be little, if any, increase in the length of the electric arc as the 
electrode moves up. Instead the root of the electric arc just slides along the electrode 
flank until the tip of the electrode reaches up to where the electric arc burns. Then the 
resistance starts to increase and the electrode lifting stops. We typically see an 
electrode that moves up 30-50 cm in a few minutes as it connects to the side of the 
cavity wall in this way.  
 Once the electrode tip is lifted this far up, there is no easy way for it down again, at 
least if the cavity wall has not become a narrow cylinder around the electrode. Instead 
it must work its way gradually down again by reacting or melting away parts of the 
cavity wall so that the electric arc length increases or the electric conductivity of the 
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cavity wall increases. By my experience, it often takes in the order of 20-50 minutes 
before the electrode tip returns to the original position. 
 While it was burning up in the cavity wall, the electric arc delivered much energy 
there and less than usual underneath the electrode. More than usual quartz melted 
down and less was consumed below the electrode during this cycle, and there is likely 
a lot of molten quartz under the electrode as it returns to its original level. It would be 
no big surprise if the electrode now jumps over to the cavity wall again and repeats 
the cycle as shown in Figure 4. 

Figure 4: Example of an electric arc that repeatedly jumps over to the cavity wall about 30 cm 
up on the electrode flank and gradually works its way down again in about half an hour.  

If this continues, it would be a good idea to consider increasing the set point for the 
current for a while to add more energy below the electrode and by that “clean up the 
area” removing surplus charge. As soon as the electrode dynamics return to normal, 
you should return to the normal C3 value as this is by experience the value at which 
the furnace performs best over time.  
 I would recommend considering a slightly higher carbon balance for the raw 
material mix in the charge if the temporary increase in the C3 value does not work 
within some hours since the problem may instead be caused by too little carbon in the 
charge.   
 Significant wear of the electrode flank is a likely result if this is allowed to 
continue for long periods. The lower part of the electrode may then become very thin, 
which would cause severe problems to the furnace operation. At some point the thin 
tip of the electrode may suddenly break off. This is a larger problem in the 
ferrosilicon process than it is for the silicon process as the iron in the charge increases 
the electric conductivity of the cavity wall significantly.  
 Problematic electrode erosion may also occur if there are too much carbon in the 
center of the furnace compared to the outside. The electric arc may then have a 
tendency to burn towards the center of the furnace, eroding away the lower part of the 
electrode on the flank facing the center. 

The carbon balance 

Undercoked furnace 

The case b > 0 in Eq. 2 means that SiC already present in the furnace is consumed and 
serves as an additional carbon source for the reduction of quartz. It also serves as a 
silicon source adding to the silicon from the quartz. The value of u is then zero. This 
technically corresponds to an undercoked process where we have too little carbon in 
the raw material mix. However, if enough SiC is available, the process may not be 
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undercoked in practice. The silicon yield may even be better than normal in this case 
since extra silicon is produced from the SiC while the silicon yield is calculated based 
on the silicon charged as quartz via the raw materials only. However, the silica 
production will normally also be higher than usual in this situation since there is then 
less carbon than usual in the raw materials to catch ascending SiO(g) according to Eq. 
7 before it leaves the furnace top.  
 If the charge is undercoked and there is no more (or too little) SiC available, the 
process becomes truly undercoked. Then the silicon yield drops as we do not have 
enough carbon to remove both oxygen atoms from as much quartz as during optimal 
furnace operation. This means that some of the quartz that would normally react 
according to Eq. 1 and produce silicon, instead must react according to the gross 
reaction Eq. 4 and produce SiO(g).  
 The consequence is that more silica is produced and the silicon yield drops 
accordingly. The top of the charge will then often become very hot, the gas 
distributing becomes very uneven and the downwards material flow of the charge will 
often suffer for reasons already discussed. 

Overcoked furnace 

u > 0 in Eq. 2, on the other hand, there is more carbon in the raw materials than what 
is needed with the current silicon yield. This extra carbon will form SiC that builds up 
in the furnace as it does not find enough oxygen in the quartz to leave as CO(g). The 
value of b in Eq. 2 is then zero. This corresponds to an overcoked situation.  
 If you enter an overcoked situation from a period with good furnace operation, the 
silicon yield is expected to be almost unchanged, perhaps even somewhat better than 
normal since you have more than usual carbon to catch ascending SiO(g) with. More 
silicon is then returned to the hot zone where some of it may add to the silicon yield.   
 The increased capture of SiO(g) also means that less SiO(g) leaves the furnace. 
The operators are likely to see a nice and calm furnace top, good tapping conditions 
and good production, and they will have a tendency to be happy with a nice day at 
work while they should instead start to worry because SiC will gradually build up and 
eventually cause major problems if it is allowed to continue long.  
 The basic problem in the tapping area will be that the SiC after a while will make it 
harder for the silicon to drain out from the tap hole. In the charge, the SiC will form 
crusts that can prevent a good downwards material flow. Over time, these crusts are 
likely to change the geometry of the cavity around the lower part of the electrodes 
from wide and well functioning cavities to narrow cylindric cavities where the electric 
arc easily jumps over to the cavity wall from somewhere up on the electrode flank as 
described above.  
 Again, the electrode will move fast upwards several tens of cm, but this time it will 
have a tendency to rush fast down again as the SiC-cylinder may have almost the 
same diameter far up along the electrode so that it does not matter so much for the 
current whether the arc burns high up in the cavity or further down.  
 So if you observe an electrode that rushes fast up and fast down again, you are 
welcome to suspect an overcoked furnaces. To remove the SiC, you have to run the 
furnace slightly undercoked, with the unpleasant side effects of undercoked operation.  

Uncertainties in the carbon balance 

As stated earlier, we need too add 1% more carbon in the raw material mix for every 
2% increase in the silicon yield. This means that the carbon balance is a dynamic 
quantity that the metallurgist must pay much attention to.  
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 There are three major difficulties in reaching a perfect carbon control if we skip 
discussing stupid errors in the weighing system or in other basic measurement- and 
control systems.  
 The first is that we do not know exactly how much carbon we lose from the 
weighing system until the carbon enters the production zones down in the furnace. 
Materials may fall off the transport band or stick to it if wet. This can be checked and 
estimated by frequent inspections of the transport route.  
 The second is that we have variations in the moisture of the carbon materials that 
are difficult to estimate, especially if carbon materials are stored outside. Then a 
heavy rain fall will give soaking wet materials close to the surface of the big pile of 
raw materials while the interior may preserve its former moisture level. The water 
content will then vary dramatically depending on from where in the pile the materials 
are taken from day to day. The obvious solution is to store all carbon materials in a 
building so that rain, snow or sun make no difference to the moisture levels. In any 
case, the water content of the carbon materials must be measured on a regular basis 
since variations will be found even for materials stored indoors. The frequency will, 
however, be much higher for materials stored outside.  
 The third difficulty is that we do not know exactly what the silicon yield really is at 
any given point in time. There are several reasons for this. One is that you cannot 
blindly trust the amount of silicon that is tapped during a day since there may be much 
more or much less silicon left inside the furnace now than it was 24 hours ago. And 
you have no way to know what that difference is. Also, even though the silicon 
process is often “promoted” as a slag free process, this is not really the case. The raw 
materials have significant amounts of calcium and aluminium that partly leave the 
furnace dissolved in the silicon and partly as a (mostly) Al2O3, CaO and SiO2 
containing tapping slag. The amount of tapping can vary very much from one tapping 
to the next and from one day to the next. It is not practical to measure the amount of 
tapping slag with high precision.  
 This means that there are considerable errors both in the actual amount of carbon 
that ends up inside the furnaces over a day and in the amount of liquid silicon 
produced in the same period. This means that we need to trend the estimated carbon 
addition and the silicon production over several days, and consider adjusting the 
carbon balance if we observe that significantly too much (or little) carbon seems to be 
added during the last 2-5 days or so.  
 Neither do we know how much SiC that has been produced or consumed in the 
report period. To estimate this, it is wise to calculate a total silicon balance and see 
how silicon units accumulate or is consumed over weeks and months.      
 The problem with finding a good estimate for the true silicon yield based on the 
amount of tapped silicon means that many metallurgists use the silica production for 
estimating the silicon yield.  
 Finally it is noted that all metallurgists know that a high content of calcium in the 
tapped silicon indicates that the temperature in the production zone is high provided 
that no significant changes are done to the raw material mix. It is then reason to 
believe that the electric arc is burning towards the metal pool. A low calcium content 
will indicate either (a) that the electrode tip is too high up in the furnace or (b) that the 
electric arc burns high up on the electrode flank or (c) that the process is undercoked 
or (d) that the C3 value is too low or (e) that considerable amounts of silicon is stored 
inside the furnace. Who said that the silicon process was easy to understand? 

.  
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Conclusion 

Increased conversion of carbon in the raw materials to SiC before they enter the hot 
zone around the electrode tip increases the silicon yield. High SiO reactivity 
combined with small enough particles and a fairly even gas distribution are important 
with respect to this. High temperature in the hot zone is important for the silicon yield 
because the SiO/CO ratio of the gas here decreases with temperature. It is believed 
that this is achieved by selecting electrical set points that give an energy distribution 
between the charge and the metal pool that results in a chemical conversion in the hot 
zone that equals the material transport from the cavity walls around the electrode tip. 
The optimal electrical set points change with the raw material mix and state of the 
furnace. The problems in measuring basic process parameters and changes in the raw 
materials are among the most challenging aspects of the process control. Long time 
constants for some important sub processes are also very demanding to handle. 
 There are large amounts of measurements and observations that can be used to help 
the operators and metallurgists in understanding what is happening inside the furnace. 
Some of these are described here. The more complex ones, often found by combining 
several trend curves and observations, are those that really make the process 
interesting and provide improved operations. The different producers wisely keep 
these tools and knowledge within their own company.  
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Abstract 
Silicon is a key material in various markets such as silicones, photovoltaics, or 
aluminium castings. Each market segment has its own requirements in term of 
composition, particle shapes, intermetallic phases and more. It is therefore essential to 
control and tailor the amounts of major elements to achieve highest downstream 
performance, for example reactivity between silicon and methyl chloride to produce 
methylchlorosilanes precursors for silicone. Sistruc is a microstructure model 
developed by SINTEF in collaboration with Elkem. The model predicts the micro-
segregation and formation of intermetallic phases during the solidification of 
metallurgical-grade silicon alloys. The model includes the four major elements Al, Ca, 
Fe and Ti in addition to B and P. As an industrial tool, Sistruc is designed to be 
extremely fast and user-friendly. In the present paper, an efficient algorithm to solve 
the solidification of metallurgical-grade silicon based on simplified phase diagram is 
presented. The calibration of the model is explained and the quality of the predictions 
is assessed. Finally, an example illustrates the use of Sistruc to optimize the quality of 
silicon material in terms of intermetallic content for an industrial case. 

Introduction 

Liquid metallurgical silicon is produced by reduction of quartz. Impurities are present 
from the raw materials used in the production process. During solidification, metallic 
impurities will segregate and form intermetallic phases mostly at the grain boundaries. 
Depending on the solidification process (especially the cooling rate) and melt quality, 
different particles can nucleate and grow. The amount and type of particles present will 
affect subsequent processing steps. Indeed metallurgical silicon is not used as a finished 
product but as raw material for other processes (for example: i) as an alloying element 
for aluminium, ii) as a raw material for chemical industry (e.g. production of silicones), 
iii) as a raw material for production of solar and electronic grade silicon. For each
market, the quality and specifications for the solidified silicon are of high importance.
For example, as illustrated by Anglezio [1], the intermetallic compounds affects the
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selectivity (ratio of dichlorodimethylsilane over total chlorosilanes) and reactivity 
(quantity of chlorosilane produced per hour and kg of Si) of the chlorosilane synthesis 
in the fluidized bed reactor.  

Iron, aluminium, calcium and titanium are usually the main elements in metallurgical 
grade silicon. Other elements are referred to as trace elements. Previous studies have 
provided a description of the intermetallic phases found in MG-Si material produced 
with standard process route [1, 2, 3, 4, 5]. The main intermetallic phases are FeSi2, 
Al3FeSi2, FeSi2Ti, Al2CaSi2, Al6CaFe4Si8, CaSi2, Al6Fe4Si6 and TiSi2. Some 
studies have been carried out to assess the effect of composition and cooling rate on the 
type and amount of particles.  

Nevertheless, this empirical knowledge has not yet been fully systematized into an 
efficient and practical tool. The purpose of this paper is to present such a tool under 
development by SINTEF in collaboration with Elkem. The model is currently based on 
gathered literature data covering the major binary and ternary systems. The main 
challenge is in integrating it into a predictive microstructure model covering a large 
range of compositions and various solidification conditions. This paper will describe 
the microstructure model, its calibration and a simple application to illustrate the 
potential use in industrial product/process design. Please note that unless otherwise 
stated all alloy composition are given in wt%. 

Microstructure model 

The microstructure model, hereafter referred to as Sistruc, has been initially developed 
in 2009 by A.L. Dons following a similar approach as for the Alstruc model [6]. The 
main objective of this tool is to be predictive, fast and user-friendly which implies that 
one has to balance complexity with some simplifications and approximations. In the 
following sections, we will present the main aspects of the current version. One 
essential aspect of the current model is that it solves equilibrium phase formation during 
solidification. At any step during solidification, the solid-liquid interface is assumed to 
be at equilibrium and the phases form accordingly.  Possible solid state phase 
transformations are not accounted for in the model. 

Model equations 

Two main values have to be computed by the model to determine the phase formation 
path: i) the concentration dependence of the liquidus temperature and ii) the solubility 
of the different phases. In addition, for some particles, the model also computes the 
particle composition based on the current liquid composition. The generic formula to 
compute the liquidus temperature is given by: 

 ( 1 ) 

where i denotes the solute element (Al, Ca, Fe, Ti, B and P are considered in the model) 
and C the concentration in the liquid,  are the coefficients of the third order polynomials.
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The solubility limit for the solute elements is given by: 

( 2 ) 

where T is the temperature in Kelvin. 

The formation of the intermetallic compounds is generally defined by a combination of 
the previous information and the particle composition. For example for Al3FeSi2 phase, 
precipitation occurs when: 

 ( 3 ) 

The value on the right hand side is adjusted to better fit the literature data. In some 
cases, the simple combination of concentration over solubility limit is not sufficient and 
another formula is used as for Al2CaSi2: 

( 4 ) 

For the quaternary phase Al6CaFe4Si8, the lack of data has led to ignore the temperature 
dependence. Nevertheless, it was checked that the transformation occurs in the proper 
temperature range as described by Anglezio [2]. 

In addition, one has to compute the composition of the particles. The composition of 
the particles can be: 

• fixed (usually stoichiometric, e.g. Al2CaSi2)
• temperature dependent (e.g. SiB3 vs. SiB6)
• liquid composition dependent (e.g. FeSi2 that is actually (Al, Ca)-FeSi2.4)

The solidification of Si and liquid enrichment is, in the current version, simply 
computed assuming no diffusion in the solid phase and infinite diffusion in the liquid 
phase. The implementation of a more realistic model accounting for finite diffusion is 
planned for later releases. 
At the solidification of cell n, for all elements i, the mass balance is according to: 

( 5 ) 

where  is the liquid fraction remaining in the whole domain when step n is solidified,
 is the "averaged" concentration of specie i in the remaining liquid at step n,  is

the mass fraction of phase j in the cell n, and  the composition of the phase j.

Algorithm 

The solidifying grain is discretized into 200 cells (with geometric progression).The 
calculation starts by initializing the concentration and the solid fraction. The liquidus 
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temperature is computed from the initial concentration. Then at each solidification step 
(except last step), the following algorithm is employed: 

1. Store the starting concentration 
2. LOOP to find the appropriate amount of Si phase (sub-step is set at 1% of the 

current cell size) 
a. Compute the liquid concentration assuming a partial solidification of the 

cell without any precipitation based on the starting concentration 
b. LOOPs for precipitation  

i. Test if precipitation occurs for each particle based on this "trial" 
liquid concentration 

ii. If precipitation occurs, compute the composition and amount of 
precipitate that forms (applying the mass balance) until the 
solubility limit is reached 

iii. Update the "trial" liquid concentration with the new liquid 
concentration for that solubility limit 

iv. Go to the next particle type 
c. Test if the total amount of phases formed (including Si) is close to the 

mass of the cell, and if not go back to Step 2 and increase the amount of 
solidifying Si  

3. From the previous steps we have now a list of particles that precipitate with their 
compositions and the precipitated amount. This amount corresponds almost to 
the mass of cell (>90%), therefore only a limited scaling is required. 

 

User interface 
 
Sistruc model is programmed in Free Pascal to allow easy build-up of user interfaces. 
The code structure is divided between handling user interaction and a mathematical 
core where the equations are solved. A modular approach has been used to enable 
further development of the code and introduction of more advanced models. 
The user interface, as illustrated in Figure 1, is extremely simple when using the default 
options. The user needs only to enter the alloy composition and run the calculation. The 
program will then generate the history of temperature, liquid concentration, amount of 
phases, etc., to be plotted directly in the graphical user interface. Moreover, text files 
are generated for visualization and post-processing in a spreadsheet. 
 

 

***  Initial composition in wt%  
Element    Alloy1 
Al       0.600% 
Ca       0.300%  
Fe       0.200%  
***  Average phases amount in 
the grain in wt% *** 
Si-solid    98.337%  
Al-eutectic 0.087%  
Al3FeSi2    0.028%  
Al2CaSi2    0.992%  
Al6CaFe4Si8 0.556%

Figure 1. User-interface and microstructure summary output. 

 
Additional options can be enabled through the addition of specific keywords in the input 
file. A tool is also available to run simultaneously a set of batch simulations for direct 
comparison of ranges of compositions. This interface will be extended to include 
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additional parameters such as solidification rate or ingot thickness to compute through 
thickness variations. 

Model calibration 

The current version of Sistruc is mainly calibrated by comparison with phase diagram 
data published in the literature. The parameters i

k from Equation ( 1 ) and Ai and Bi 
from Equation ( 2 ) are obtained by fitting the following binary phase diagrams: Al-Si, 
Ca-Si, Fe-Si, Si-Ti, B-Si and P-Si. Newly reassessed data [7] are used for some phase 
diagrams (e.g. Ca-Si and Si-Ti). Based on this first set of parameters, the calibration 
procedure is continued by dealing with ternary phase diagram: Al-Fe-Si [8, 9], Al-Ca-
Si [10], Ca-Fe-Si [11], Al-Si-Ti [12] and Fe-Si-Ti [13]. The main focus is put on 
liquidus projections and how the model will predict critical points (e.g. eutectoid 
Al2CaSi2-CaSi2-Si). In addition when temperature curves are available, ij parameter 
in Equation ( 1 ) is determined. The equation for the formation of Al6CaFe4Si8 has been 
previously established and is only slightly adjusted to take into account the change in 
predicted liquidus temperature. 

Predicted solidification path for three systems are presented in Figure 2 to Figure 4 
including the type of phase formed. The results are consistent with published liquidus 
projection. For example, eutectoid Al2CaSi2-CaSi2-Si is predicted at 958 °C for a 
concentration of 24%Al and 25%Ca while the published data indicates 921 °C for a 
concentration of 22%Al and 28%Ca. This discrepancy results from two sources. First 
the fitting with the limited set of parameters for Equation ( 1 ) does not allow a very 
accurate description. At the critical point, the predicted temperature is 941 °C instead 
of 921 °C. Second, Sistruc algorithm induces some numerical approximations (for 
example in the successive treatment of the particle instead of simultaneous formation) 
that leads to a displacement of the critical point. Nevertheless the error amplitude seems 
acceptable for the objective of this microstructure model. 

Figure 2. Computed solidification path for a silicon alloy with 0.1%Al-1%Fe 
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Figure 3. Computed solidification path for three silicon alloys with 0.1%Al-1%Ca, 0.55%Al-
0.45%Ca and 0.6%Al-0.4%Ca 

 

 
Figure 4. Computed solidification path for a silicon alloy with 0.1%Ca-1%Fe and 1%Ca-
0.02%Fe 

 
Additional work is planned to assess the predictive power of the model by comparison 
with solidification experiments and DTA measurements. 
 

Application 
 
In order to illustrate the potential of this new tool, one case study is presented. The 
study analyses the effect of alloy composition on the amount of the different 
precipitated phases. 
 
Sistruc is used to here to tailor the composition in order to obtain desired intermetallic 
compounds for specific downstream process. The range of studied alloys is presented 
in Table 1. The results show that the model is able to reproduce the well-known effect 
of inverting the Al/Ca ratio between alloy 1 and 2 which leads to the disappearance of 
CaSi2. Comparison of alloy 2 and 3 illustrates the effect of Fe content on the amount of 
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Al6CaFe4Si8. Increasing again the amount of Al, leads to the formation of Al3FeSi2 
instead of FeSi2 which is beneficial for the reaction between silicon and methyl 
chloride. The presence of Ti will not only forms TiSi2 (and usually FeSi2Ti but the 
model seems not very accurate for this compound) but also significantly increase the 
formation of Al3FeSi2 (+20% from alloy 5 to 6). Alloy 7 shows the effect of Fe on the 
different compounds in the presence of Ti. 
 

Table 1. Effect of the alloy composition on the amount and type of intermetallic compounds 

    

 

   

     

  

 

    

 
The presented analysis illustrates how Sistruc can be used to quickly test different 
compositions, predict trends and also provides quantitative estimations. 
 

Conclusion 
 
A user-friendly microstructure model, Sistruc, has been developed to predict the 
formation of intermetallic compounds in metallurgical silicon during solidification. The 
model has been recently upgraded, calibrated and further developed. The model is 
based on a simplified approach. The model parameters have been calibrated with 
literature data for binary and ternary systems. The model has been applied to study the 
effect of the alloy composition on the appearance of specific phases.  
As a conclusion, the current version of Sistruc is a good tool for industrial optimization 
of metallurgical silicon composition to reach specific requirements. While the 
calibration through literature phase diagram data is a good starting point, validation by 
comparison with solidification experiments is a necessary step to assess the predictive 
power of the model. Further improvements of the model are underway and will focus 
on the effect of solidification rate by accounting for finite diffusion in combination with 
a grain size prediction model. 
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Abstract 
One of the challenges with silicones production is the accumulation of impurities 
from metallurgical grade silicon (MG-Si) in the fluidized bed reactor (FBR). Previous 
studies have demonstrated that the amount of intermetallic impurities is dependent on 
the thermal history of silicon. Two different thermal histories were chosen to 
investigate compositional changes. XRF chemical analysis in different areas of the 
cast confirm the effects of oxidation refining and segregation. The software SiStruc® 
calculated the expected contents of phases based only on thermodynamics. EPMA and 
BSE-SEM image analysis estimated the phase composition of an untreated and on the 
treated samples. A comparison between expectations from SiStruc® and EPMA-BSE 
combined analysis is also presented. It can be stated that there could be reactions 
between intermetallic phases. The effects of the annealing and refining on the 
composition are compared to the expected change on reactivity and selectivity in the 
silicones production.  

1. Introduction
Silicones production is the most valuable application of silicon in chemical industry. 
Composition, concentration and shape of the intermetallics in MG-Si are key aspects 
in silicones production. The composition of the intermetallics is affected by the purity 
of the raw material, as well as by the refining and casting processes [1]. The 
composition of both the raw material and the furnace electrode sets the quantities of 
Fe and Ti, whereas Ca and Al contents can be corrected through ladle refining [2]. 
The casting technique influences the intermetallics' shape and size. The shape of the 
intermetallics can be characterized by controlling the thermal history of the 
solidification of silicon [3]. The aim is the best size and shape distribution, as well as 
low accumulation of particles in the fluidized bed reactor. When this occurs, the 
reactor is damaged and the reaction is more difficult to control [4].  
 Changes in shape and composition of the intermetallic compounds occur during 
solidification. The driving forces of these transformations are mainly diffusion and 
surface energy reduction [5-7]. Studies have been performed concerning the 
characterization of the intermetallics in MG-Si, by controlling the thermal history. 
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The distribution of intermetallic phases is influenced by the cooling rate and grain 
size of the starting material [8].  
 The annealing after solidification can have effects on microstructure. Rong [3] 
melted a silicon sample and solidified it at known cooling rate. A second sample was 
melted and held at 1200°C for 12 hours. Only the intermetallic particles were still in 
liquid state at this temperature, whereas the silicon matrix was solid. The shapes of 
the intermetallic phases changed and the grain size was not affected. In the starting 
sample the inclusions are found as elongated bands on the grain boundary. After 
annealing they appear as round particles. It seems that the elongated particles have 
split due to a decrease in surface energy. The temperature required to get an annealing 
effect is estimated to be above the melting point of the intermetallics, between 900°C 
and 1200°C. 
 Iron, aluminium, calcium and titanium are the most common impurities in MG-Si 
and make up to 4% of the total weight percentage. High amounts of FeSi2 are 
expected to be found in MG-Si. The FeSi2-phase will have two different 
microstructures according to the temperature of MG-Si. They are respectively called 
high temperature FeSi2 (HT-FeSi2 or FeSi2.3) and low temperature FeSi2, (LT-FeSi2 or 
FeSi2). If the cooling rate to room temperature is fast enough, the HT-FeSi2 structure 
can be obtained at low temperatures. The cooling rate is fast enough in industrial 
solidification to avoid a complete transition from HT to LT-structure. It has been 
shown by a previous work that this transformation takes 3 hours at 700°C in order to 
be complete [9]. Besides, Anglezio et al. [10] have reported that the HT-FeSi2 is 
stabilized by aluminium substitution in the lattice. According to Margaria [11] the 
maximum content of Al can be up to 8% at. in order to improve the stability in a 
efficient way. Boomgard [12], Tveit [13] and Bjorndal [14] state that the 
transformation occurs in two steps: 
 
• Step 1: HT-FeSi2  LT-FeSi2(Si): The transformation occurs with a change in 

volume, and starts at defects such as cracks or grain boundaries. If these are not 
present, the reaction will be hindered.  

 
• Step 2: LT-FeSi2(Si)  LT-FeSi2(Si) + Si: As soon as Step 1 has started, an 

interface will begin to move through the material. Behind the interface there will 
be a supersaturated LT-phase where silicon precipitates. As a matter of fact, the 
HT-phase structure has a high vacancy concentration in the Fe lattice. Therefore 
silicon precipitates can be noticed during this transition, especially at the grain 
boundaries. The lattice increases its dimension. Stresses and cracks are therefore 
generated because of silicon precipitation. 
 

 Margaria et al. [15] have analysed the variation in relative amounts of intermetallic 
phases after annealing at different temperatures. They identified the compounds by X-
ray analysis and Scanning Electron Microscopy. Five annealings were performed at 
five different temperatures. It was noticed that the amount of quaternary phase 
Al6CaFe4Si8 increased while the amounts of CaAl2Si2 and FeSi2 decreased. The peak 
of this transformation is reached at about 925°C. An equilibrium reaction was written 
to explain this phenomenon. The reaction between intermetallic compounds could be 
a possible mechanism, but it was not proved in that work.  
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Figure 1: Effect of annealing on the relative fractions of intermetallic compounds [15] 

 Softwares have been developed to forecast the composition and amount of the 
intermetallic at a given impurity level. The PC-program SiStruc® was developed in 
2009 [16]. Its main purpose consists of calculating the composition, amount and 
melting ranges of intermetallic phases in silicon, given the weight percentages of Fe, 
Ca, Al, Ti, B and P. The calculation developed in the program are based on 
directional solidification laws, such as Scheil equation. These conditions are not very 
close to the industrial solidification, but they can at least give a good expectation.  
 Forecasting the composition of silicon is important for a high final product quality. 
Silicon undergoes a reaction with methyl-chloride during the Direct process to 
produce dimethyl-dichlorosilane. There have been several attempts to describe the 
effect on the Direct process of the different intermetallic compounds, but there is no 
complete consensus about it so far. Many parameters interfere with reactivity and 
selectivity of the reaction. For this reason, experiments are difficult to reproduce, and 
results between different authors are difficult to compare. The results from these 
works have been gathered in Table 1. 
 
Table 1: Effect on reactivity and selectivity of the intermetallic phases.  
Legenda: + = Positive effect; ÷ = Negative effect; n.p. = Analysis not performed 

Phase Reference 
Reactivity Selectivity

Reference Sørheim [17] Reference Sørheim [17]

FeSi2 [15] ÷ 0 ÷ 0 

CaSi2 [15] + 0 ÷ ÷÷ 

FeSi2Ti [15] ÷ 0 ÷ 0 

Al8Fe5Si7 [18] + ++ ÷ ÷ 

Al2CaSi2 [15,18] ++ +++ ÷÷ ÷÷ 

Al6CaFe4Si8 [15,18] 0 ÷ + ++ 

Al3FeSi2 [19] ++ n.p. 0 n.p. 

Al4CaFe4Si6 [19] ÷ n.p. + n.p. 

  
 In this case of study, samples from a MG-Si thin cast will undergo different 
thermal histories and casting conditions to investigate the effect on the phase 
composition. A relation between the variation in phase composition and expected 
effects on MCS production for each phase will be presented. The software SiStruc® 
will predict the phases present and confirm that industrial solidification is not 
happening at equilibrium conditions. An hypothesis about the mechanisms of the 
transformation can be made by looking at literature and results from previous works. 

3CaAl2Si2 + 4FeSi2  Al6CaFe4Si8 + 2CaSi2 + Si 
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2. Experimental 

2.1 Thermal history experiments 
Three MG-Si samples were collected from a thin cast produced at the Elkem silicon 
production plant in Salten (Norway). The dimensions of each sample were of 10x10x  
mm, with  varying between 30 and 45 mm and being the thin cast thickness. The first 
one was not treated at all, in order to be kept as reference. The second one shared a 
surface with the first sample. It was heated up to 600°C in the LHT 04/18 furnace, 
available at the department of Materials science and Engineering at NTNU. The 
temperature was kept for 17 hours, then the sample was cooled down to room 
temperature. These two samples will be respectively called untreated and treated 
samples from now on. 
 The third sample underwent a different thermal history. The annealing consisted of 
three steps, as shown in Figure 2. About 250 g of silicon from the original cast were 
crushed manually to a lump size of 2-3 cm diameter. They were heated up to 1450°C 
at a rate of 30°C/min in a cylindrical carbon mold exposed to air. The carbon crucible 
dimensions were respectively 10 cm diameter and 12 cm in height. The bottom of the 
mold is spherical-dome-shaped, with height of 5 cm. This temperature was 
maintained for 2 hours, in order to melt the material. Afterwards the lid of the furnace 
was opened and the sample was cooled down to 1200°C for annealing. The cooling 
rate for this step was measured to be 30°C/min. Once the annealing temperature had 
been reached steadily in the furnace, the lid was closed again and the temperature was 
maintained for 17 hours. In the end, the furnace lid was opened to cool down the mold 
as fast as possible to room temperature. A cooling rate of 20°C/min has been reached 
in this way. The sample with this thermal history has been called annealed. 
 

 
Figure 2: Schematic representation of the two thermal histories chosen. The continuous and 
dashed lines correspond respectively to the annealed and the treated sample. 

2.2 XRF analysis 
A XRF chemical analysis has been carried on the untreated material and the annealed 
sample. The material as cast was analysed by Henning Kjønli and the annealed 
material's analysis were carried out by Ingvill Vikan Myhre. Both the analysis have 
been performed at Elkem Thamshavn (Norway).  
 The composition of a piece of material as cast was obtained to represent the 
untreated sample. The annealed sample underwent a different analysis. Once a 
specimen for metallographic analysis had been extracted, the remaining material was 
sliced in the horizontal direction. The cut was performed manually by using a 2 mm 
thick diamond blade disc. Five slabs were obtained from this procedure. Each layer 
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had a thickness of approximately 5 mm. The external layers of carbides and oxides 
have been removed by grinding with SiC-paper. 

2.3 EPMA, EDS and BSE analysis 
EPMA (Electron Probe Micro-Analysis) has been performed on the treated and the 
annealed samples by using a JEOL JXA-8500F. The work has been performed 
together with Morten Raanes at the Department of Material Science and Engineering 
at NTNU. Points showing different contrast were selected to detect the relative mass 
percentage of Fe, Al, Si, Ca, Ti, Ba and Cu. It was possible to spot the correct phase 
thanks to the information collected from literature [3,17]. 
 BSE images were chosen to analyse further the three samples. A Hitachi SU-6000 
FE-SEM was used. Each image has a different scale according to the size of the 
intermetallic, but a resolution of 2560x1920 pixel was kept. The EDS-spectra detected 
the elements present in the phase in chosen single points. The phase percentage in the 
intermetallics was calculated by using the software ImageJ®. Extension of areas with 
different contrast have been measured. Table 2 resumes the number of intermetallics 
analysed with each method for each sample. 
 
Table 2: Number of particles analysed and sum of their extension 

Sample EPMA EDS Total intermetallic area 
per sample ( m2) 

Untreated 0 54 113 633 

600°C 17h Treated 29 31 166 507 

1200°C 17h Annealed 21 33 171 761 

3. Results 

3.1 XRF and SiStruc® analysis 
Table 3 gathers the percentages of impurities in the three cases. The values for the 
sample annealed at 1200°C for 17 hours are the average of the five slabs. An 
approximate composition of the untreated material is presented due to industry's 
restrictions. The relative variation is expressed by the following formula: 
 

 Relative variation = 
untreated

untreatedannealed

X

XX

%

%% −

       (1) 

 
Table 3: Average value of the %wt. of Fe, Al, Ca, Ti found after XRF analysis 
 

Element Untreated 1200°C 17h Annealed Relative variation 

Fe 0.40 0.27 -20%

Ca 0.05 0.04 -35%

Al 0.15 0.12 -10%

Ti 0.05 0.02 -25% 

  
 Inserting these data in SiStruc® gave expectations about the content and the 
composition of the phases present in each sample. Table 4 resumes the results of the 
SiStruc® analysis and the relative variation between the two samples. The percentage 
in brackets next to the %wt expresses the mass fraction of the phase if only the 
intermetallic phases were considered. The relative variation is expressed by Eq. (1). 
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Table 4: SiStruc analysis performed on the untreated and the treated sample 
 

Phase %wt. untreated %wt. annealed Relative 
variation 

FeSi2 0.458   (47%) 0.361   (48%) -21% 

Al6CaFe4Si8 0.190   (20%) 0.104   (14%) -45% 

CaAl2Si2 0.184   (19%) 0.118   (16%) -36% 

TiFeSi2 0.093   (10%) 0.067   (9%) -28% 

Al8Fe5Si7 0.023   (2%) 0.075  (10%) +226% 

TiSi2 0.009  (1%) 0.009   (1%) 0% 

Al3FeSi2 0.009   (1%) 0.015   (2%) +67% 

TOTAL 0.966   (100%) 0.749   (100%) -22% 

 
 The total quantity of intermetallics decreases after the annealing. FeSi2 is the most 
expected compound in both samples. The quaternary phase and CaAl2Si2 follow, but 
in the annealed sample their quantities decrease. TiFeSi2 is present in the same 
relative mass fraction for each sample. Al8Fe5Si7 is expected to increase after the 
annealing with respect to other phases. TiSi2 and Al3FeSi2 might be found in low 
amounts.  
 
3.2 EPMA and BSE-SEM analysis 

3.2.1 Untreated and treated sample at 600°C 

Figure 4 show two complex intermetallic particles from the untreated sample and the 
sample treated at 600°C. These two samples have been compared in the same 
paragraph since the microstructure was very similar. The particles come from the 
solidification fronts meeting point. This position in the cast lies in slightly below the 
centre of the thin cast. The material solidifies last in this section. All the phases 
predicted by SiStruc® can be seen in the two figures. FeSi2 is both present at its high 
temperature (HT) and low temperature (LT) structure. They could be recognised from 
their stoichiometry, as well as by the presence of cracks and Si precipitates in the LT-
FeSi2. Al6CaFe4Si8 and Al8Fe5Si7 do not show peculiar shapes and are detected all 
over the sample. CaAl2Si2 is mostly present in the centre of the cast, especially at the 
edges of elongated intermetallics. TiFeSi2 comes either as large particles at the 
borders of the intermetallics, or as rectangular precipitates in the intermetallics' cores. 
Eventual cracks formed go through FeSi2 without crossing TiFeSi2 particles in the 
majority of the cases. Other dissolved elements form compounds in minor quantity.  
 

   
Figure 4: Two particles coming respectively from the solidification fronts meeting point of the 
untreated sample (a) and from the bottom of the treated sample at 600°C (b) 

FeSi2 
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TiFeSi2 

Si precipitate 

Al9Fe5Si8 
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3.2.2 Sample annealed at 1200°C 

Figure 5 shows two intermetallics found in the annealed sample. FeSi2 is still the main 
compound present in the particles. HT-FeSi2 was not found. Si precipitates and cracks 
are more frequent in this sample rather than in the other two. Their quantity increases 
where LT-FeSi2 is detected. Al6CaFe4Si8 was reduced in quantity, as predicted by 
SiStruc®. This causes TiFeSi2 to be the second most common intermetallic in the 
annealed sample. CaAl2Si2 was not found in any particle chosen, even if it was 
expected by SiStruc® to be the second most present phase. Al8Fe5Si7 occupies larger 
areas compared to what was seen in the untreated material. TiFeSi2 changes its 
features about the particle size distribution. It is more common to find high number of 
TiFeSi2 particles, with irregular shapes and small areas. Some particles kept the 
rectangular microstructure anyway. 
 

   
 
Figure 5: BSE images coming from the center (a) and bottom (b) of the sample annealed at 
1200°C.   

4. Discussion 

4.1 Non-equilibrium effects: untreated sample 
SiStruc® is a software merely based on thermodynamics. Solidification is far from 
equilibrium in this case. Data about %wt of different elements have to be handled 
carefully. Non-equilibrium conditions might have caused deviations from the 
previsions calculated by SiStruc®. TiSi2 and Al3FeSi2 were expected to be found at 
least in low quantities in the untreated sample, whereas none of them was found. 
Besides, Al6CaFe4Si8 is found in higher quantity than CaAl2Si2.  
 Having a look at the cooling ranges can explain these differences. Figure 6 shows 
the cooling ranges calculated by SiStruc® for the composition of the untreated sample. 
FeSi2 will be the first compound which solidifies. It will be the most present because 
of the high content of Fe in the material. TiSi2 and TiFeSi2 will form at the same 
point, but previous works have verified that TiSi2-formation reaction is hindered when 
there is a high presence of Fe [3,17]. CaAl2Si2 forms at a lower temperature compared 
to Al6CaFe4Si8. Ca will be involved in the quaternary phase transformation first. What 
is left will start reacting with Al and Si to form CaAl2Si2. It can be hypothesized that 
the formation of Al6CaFe4Si8 has a faster kinetics than the formation of CaAl2Si2. 

FeSi2 

Al8Fe5Si7 

Si precipitate 

TiFeSi2

Al6CaFe4Si8 

FeSi2 
Si precipitate 
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Figure 6: Cooling ranges of intermetallic phases calculated by SiStruc®. The temperatures 
delimiting the melting range are written on the side of each bar 
 
 It is not true that the longer the melting range, the more phase will be present. The 
amount of some elements in the material will be the determining factor. Ca and Ti are 
present in a lower extent compared to Fe and Al. Ca is limiting the quantity of Ca-
containing phases, and Ti does the same for the TiFeSi2 phase. 
 

4.2 Refining and segregation effects in the annealed sample 
Changes in composition were expected in the annealed sample. Silicon was molten in 
air. A white layer was noticed on the top of the cast, once the sample was extracted 
from the furnace. This layer is generated by the oxidation of the material during the 
melting step. Elements diffused to a slag phase from MG-Si. The slag will contain 
mainly Si, Al and Ca oxides. All these elements have negative G° at 1450°C [20], 
which is the highest temperature reached during the treatment. Ca also starts to 
evaporate at temperatures slightly above 1450°C. This transformation could have 
happened as well, thus further reducing the content of calcium. 
 Minor oxidation effects could have altered the quantity of Fe and Ti. However, 
their G for the oxidation reaction is less negative than silicon. Once Si becomes 
solid, elements are not able to diffuse rapidly to the slag, hence the lower distribution 
coefficients for Ti and Fe compared to Al and Ca [21]. The segregation effect 
becomes the most plausible hypothesis for Fe and Ti decrease and displacement in the 
sample (Figure 7). The material for the chemical analysis was taken from the sides of 
the cast and not from the center. The segregation is controlled by the heat exchange 
coming from the lateral sides of the mold, as well as from vertical solidification. A 
solidification front is developing from the bottom with a slower velocity compared to 
the solidification velocity from the sides and from the top. This can be said since the 
sample was standing on a warm surface. The temperature gradient developed from the 
bottom was therefore small. 

90 



 

 

 
 
Figure 7: (a) Segregation and solidification sketch compared to the material extracted for 
chemical analysis (white areas) and the material collected for metallographic analysis, or 
discarded by cutting (black areas). The horizontal and the inclined arrows show the 
movement of impurities caused by segregation effects, whereas the vertical arrows show the 
effects of directional solidification. (b) Concentration profiles of impurity elements: results from 
XRF analysis of the annealed sample at 1200°C. 

4.3 Chemical reactions: annealing effect 

4.3.1 Reaction between intermetallics 

The first one is a proposed mechanism by Margaria [8] which involves several 
intermetallic phases in MG-Si. The second is a structural transition from a metastable 
to a stable lattice structure of the FeSi2 phase. This mechanism was confirmed by 
several experiments and previous works [9-13]. According to Margaria [8], an 
annealing at 900°C decreases the quantity of CaAl2Si2 and increases the amount of 
Al6CaFe4Si8 according to the equilibrium: 
 
 3CaAl2Si2 + 4FeSi2 = Al6CaFe4Si8 + 2CaSi2 + Si      (2) 
 
 Unfortunately the present work cannot prove that this reaction is happening. The 
equilibrium reaction should increase the content of quaternary phase after an 
annealing. However, the quantity of Ca lost during the melting step was higher than 
expected. Therefore the quaternary phase is noticed in lower amounts in the annealed 
sample. CaAl2Si2 might have not formed. If it did, the annealing would start the 
reaction until the total consumption of CaAl2Si2. CaSi2 was not found in the annealed 
sample. The chemical composition of the analysed silicon does not fall in the CaSi2 
existing range in the graph traced by Margaria [15]. 

4.3.2 FeSi2 transition 

Si precipitates are formed in areas close to the FeSi2 phase. This compound undergoes 
a transition from FeSi2.4 (high-temperature structure) to FeSi2 (low-temperature 
structure) according to the equilibrium: 
 
 FeSi2.4 = FeSi2 + 0.4Si           (3) 
 
 This reaction increases the lattice parameters of this compound. Dilatation of 
lattice induces stresses in the phase and causes cracks. Cracks created pass through 
the silicon matrix and all the common intermetallic phases except TiFeSi2, as shown 

Slag layer 

Top 

Top 

Bottom 
Bottom 
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from a similar work performed by Jo [22]. The silicon matrix absorbs part of the 
stress caused by this dilatation. This material is universally known for its very low 
ductility. However, it seems it has enough to absorb this stress. If the ductility of 
silicon had not been high enough, cracks would have widely branched all over the 
surface with high speed. The transformation has partially occurred in the untreated 
sample during its solidification in the industrial mould. Annealing can enhance the 
formation of LT-FeSi2 and the precipitation of silicon. Cracks will be larger and more 
common in an annealed sample. Figure 8 shows cracks in intermetallics from the 
annealed sample. A comparison with the untreated sample can be referred to Figure 4. 
 

 
 
Figure 8� Cracks due to FeSi2 phase transformation in a particle of the annealed sample 

4.4 Phase characterization 
 Figure 9 reports the relative phase content predicted by SiStruc® compared to the 
amount measured with ImageJ® in the three samples. CaAl2Si2 is present in lower 
amounts, since it is the last Ca-containing phase which solidifies. Ca would have 
already reacted to form Al6CaFe4Si8. FeSi2 has a similar relative percentage between 
the untreated sample and SiStruc®. Fe will rather form FeSi2 or TiFeSi2 in the 
annealed sample, since the Ca content is reduced by the oxidative refining effect. Ti is 
affected only by segregation, therefore TiFeSi2 will be relatively more present in the 
annealed sample. Al8Fe5Si7 increases relevantly, but its relative percentage is still 
very low. In the end, the similarity between the sample treated at 600°C and the 
untreated sample shows that at this temperature no changes in phase composition are 
happening. 
 

 
 
Figure 9: Comparison between SiStruc® calculation and image analysis 
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5. Conclusions  
Three MG-Si samples underwent three different thermal histories. The first one was 
untreated, the second one was treated at 600°C without a melting step and the last one 
was melted at 1450°C for 2 hours, then annealed at 1200°C. Both the treatments 
lasted for 17 hours. XRF chemical analysis and EPMA detected chemical and phase 
composition. It was demonstrated that the first two samples have the same 
microstructure. This implies that at 600°C no change occurs in the material. 
 Oxidation, segregation and chemical reactions are the mechanisms of the changes 
in impurity level and displacement in the samples. The first acts as a slag refining 
treatment. Segregation moves Fe and Ti to the center and the top of the mold. The 
reactions are of two kinds. The first reaction consumes CaAl2Si2 and FeSi2. 
Al6CaFe4Si8, CaSi2 and Si are supposed to increase, but the oxidation step did not 
allow the creation of Ca-containing phases. In the second reaction, FeSi2 undergoes a 
transition from HT- to LT-structure. This decreases the percentage of FeSi2 and 
creates silicon precipitates. Experiments could have been carried on in an inert 
atmosphere to limit compositional changes. Refining and segregation effects needed 
to be discussed together for the annealed sample. 
 Final considerations about the effects of the annealing and refining on the 
production of MCS are resumed in Table 5 and 6. Table 5 regards the impurity level 
change for each intermetallic phase's relative percentage. Table 6 has been formulated 
by a comparison with Table 1. The conclusions are that refining effects decrease both 
reactivity and selectivity, whereas annealing increases selectivity but decreases 
reactivity.  
 
Table 5: Variation in relative phase percentage after refining at 1450°C for 2 hours, followed 
by annealing at 1200°C for 17 hours. Legenda: + = increase; 0 = unvaried; ÷ = decrease 
 
Effect FeSi2 TiFeSi2 Al8Fe5Si7 CaAl2Si2 Al6CaFe4Si8 

Annealing ÷ 0 0 ÷ + 

Refining + + + ÷ ÷ 

 
 
Table 6: Expected effects on MCS production after a melting step of 2 hours at 1450°C and 
an annealing at 1200°C for 17 hours. Legenda: 0 = unvaried; P = moving towards +; 
N = moving towards ÷ 
 

Effect Phase Reactivity 
change 

Selectivity 
change 

Annealing 
 

• Ca-ternary phase to Ca-quaternary 
phase 

• Reduced FeSi2 

FeSi2 P P 

TiFeSi2 0 0 

Al8Fe5Si7 0 0 

CaAl2Si2 N P 

Al6CaFe4Si8 N P 

OVERALL N P 

Refining 
 

• Reduced Al and Ca content in MG-Si 

FeSi2 N N 

TiFeSi2 N N 

Al8Fe5Si7 P N 

CaAl2Si2 N P 

Al6CaFe4Si8 P N 

OVERALL N N 
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A new and fast method for determination of boron, phosphorus 
and other trace elements in metallurgical grade silicon 
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of Physical Chemistry, 01968 Senftenberg, Germany 
 

Abstract 
A new method for accurate and precise determination of non-metallic and metallic 
impurities in silicon was developed and statistically validated. The first step is the fast 
dissolution of silicon in a microwave-assisted high pressure system to minimize a loss 
of phosphorus. The essential innovation is the use of the concentrated digestion 
solution for ICP-OES measurements. This approach avoids the common removal of 
the silicon and acid matrix by volatilization, which can cause considerable losses of 
boron. Finally, for the ICP-OES measurements in such high-silicon matrices the 
optimum measuring conditions were determined and a careful selection of emission 
lines with respect to selectivity, spectral and non-spectral inferences and matrix 
effects was performed. The method of matrix matched calibration (MMC) is used for 
quantification of the impurities’ contents. For Al, Mg, Ca, Ti, Cr, Mn, Fe, Ni, Cu, Zr 
and P the validation was performed against certified reference materials (IPT134, 
IPT135, NIST57b). To validate the determination of boron 9 silicon samples of 
different boron contents from three interlaboratory comparisons were used. The new 
procedure allows the determination of impurities of 4N-silicon (12 elements) with 
high precision and accuracy. 

Introduction 
 Metallurgical silicon (MG-Si) is an important raw material in silicon industry. 
Both metallic and non-metallic impurities significantly influence the reaction 
behaviour of silicon as known from the hydrochlorination or the Müller-Rochow 
reaction. All industries that use silicon need to determine the amount of impurities 
with high precision and high accuracy in the shortest possible time. 
 Most crucial for the chemical analysis are the digestion and the subsequent sample 
preparation. After the dissolution of MG-Si in a mixture of HF/HNO3 the matrix 
components, i.e. the high amount of dissolved silicon (H2SiF6) and the excess of the 
acids HF and HNO3, have to be removed by evaporation since they produce massive 
interferences during the measurements by ICP-OES (optical emission spectrometry 
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with inductively coupled plasma). Both steps bear an enormous potential to lose 
boron and phosphorus which are known to form several volatile compounds.  
 How can these losses be explained? According to the model of silicon dissolution 
in HF/HNO3 mixtures by Robbins and Schwarz the reaction products are only H2SiF6, 
NO and H2O [2,3]. However, this model turned out to be insufficient: The reduction 
of nitric acid yields to various nitrous oxides, such as NO2 [4], NO, N2O [7] and N2O3 
[4,5] and proceeds finally to the ammonium ion [6]. Besides the nitric acid other 
reactive species have been identified that are involved in the reaction again [4]. Kooij 
et al. detected hydrogen as reaction product [7], which was later quantified as function 
of the etching mixture composition and temperature [8]. The material balance by 
Acker et al. reports the formation up to 0.33 mol H2 per mol of dissolved silicon in a 
mixture of 90% HF / 10% HNO3 (v/v) [9]. So it is reasonable to assume that the 
massive liberation of nitrogen oxides and hydrogen favours losses of volatile boron 
and phosphorus compounds throughout the dissolution of silicon. 
 At first the volatile phosphorus compounds should be discussed. It is known that 
phosphine is formed from phosphidic intermetallic compounds by hydrolysis in water. 
During the dissolution of highly doped silicon in alkaline medium already the 
formation of gaseous PH3 is indicated by its characteristic smell [10]. Once formed, 
PH3 is lost for the chemical analysis since it practically not hydrolyzes in aqueous 
solution. [11] Furthermore, it is reasonable to assume, that PF3 and PF5 are formed in 
the dissolution of Si. PF3 hydrolyzes very slowly in aquerous solution to phosphorous 
acid and HF (Eq. 1) [11]. 
 ( )⎯⎯→        (1) 

H3PO3 is a strong reducing agent that is oxidized [11] to phosphoric acid (Eq. 2). 

 ( ) ( )⎯⎯→ +←⎯⎯      (2) 

In aqueous solution PF5 hydrolyses slowly and stepwise via phosphoryl fluoride to 
phosphoric acid [11] according to Eq. 3. 

( ) ( ) ( )
+ + + +

− − − −

⎯⎯⎯→ ⎯⎯⎯→ ⎯⎯⎯→ ⎯⎯⎯→
←⎯⎯⎯ ←⎯⎯⎯ ←⎯⎯⎯ ←⎯⎯⎯  (3) 

 Whichever gaseous phosphorus compound is formed, extensive studies by ICP-
OES and ion chromatography proved that the dissolved phosphorus is entirely present 
as phosphate. This implies that the major loss of phosphorus primarily occurs during 
Si dissolution [10]. 
 BF3 was identified as the major volatile boron compound in the HF/HNO3 
dissolution of silicon [8]. It was furthermore shown, that boron losses up to 30% can 
be achieved if silicon is dissolved under harsh conditions and high dissoluion rates 
[10]. Under moderate conditions most of the BF3 seems to react with water to give 
boric and hydrofluoric acid (Eq. 4).  
 ( )⎯⎯→        (4) 

BF3 reacts with hydrofluoric acid subsequently to tetrafluoroboric acid (Eq. 5) [11]: 
 ⎯⎯→           (5) 

HBF4 and boric acid are in equilibrium to each other and linked by several 
intermediates, which is determined by HF/F- concentration and pH [13]: 

 
( ) ( )

( ) ( )

± ±

± ±

⎯⎯⎯→ ⎯⎯⎯→
←⎯⎯⎯ ←⎯⎯⎯

⎯⎯⎯→ ⎯⎯⎯→
←⎯⎯⎯ ←⎯⎯⎯

(6) 

 In contrast to phosphorus, boron has the potential to evaporate during the 
evaporation of the silicon and acid matrix. The volatility of BOx species from HF-free 
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neutral and acidic aqueous solutions was intensively studied [14,15]. To avoid such 
losses the complexation of boron with mannitol was proposed [16-20]. Volatilization 
procedures at moderate temperatures stopped before drying showed identical 
recoveries of boron regardless mannitol was added or not [19]. Gaillardet et al. were 
not able to confirm a complexation of boric acid with mannitol at a pH lower than 7 
[16]. In contradiction to the volatile BOx species, an evaporation of volatile BF3 from 
HBF4 during the removal of the silicon and acid matrix components according to Eq. 
7 had not been detected yet [10]. 
 

( ) ( )

Δ

⎯⎯⎯⎯⎯⎯⎯→        (7) 
 

 In summary, the digestion of Si and the evaporation of the silicon and acid matrix 
are the most sensitive steps in the analysis of MG-Si. Both can cause serious losses of 
phosphorus and boron. The aim of this work is the development of a new procedure, 
which minimizes the losses of boron and phosphorus during the digestion and which 
completely renounces the critical step of matrix evaporation. Because of the high-
silicon and acid matrix ICP OES was the method of choice to quantify the impurity 
concentrations. The new method was applied for the analysis of the SRM’s NIST57b, 
IPT134, IPT135, as well as in three interlaboratory comparisons. A detailed statistical 
assessment of the method including Gaussian error propagation over the whole 
method is applied to demonstrate their accuracy and precision. 

Experimental 

Materials and reagents 
 Solid silicon samples were dissolved in mixtures of deionized water (18 M  cm-1, 
Milli-Q), 65% (w/w) HNO3 (suprapur, Merck Millipore) and 40% (w/w) HF 
(suprapur, Merck Millipure). The following silicon samples were used: Electronic-
grade p-type silicon (Silchem GmbH Freiberg, Germany: 10.5  cm) with a particle 
size  2 mm, the standard reference materials SRM 57b (National Institute of 
Standards and Technology), IPT 134 and IPT 135 (Instituto de Pesquisas 
Tecnológicas, Sáo Paulo, Brazil), as well as a total of 9 MG-Si samples from 
interlaboratory comparisons (FerróPem) [25-27] with a particle size < 250 μm. 
 For preparation of calibration standards and sample dilutions a mixture of 
1% (v/v) HNO3 / 1% (v/v) HF (each suprapur, Merck Millipore) is used. Multi-
element calibration standards are prepared from stock solutions with a concentration 
of 1 g L-1 (Merck, Roth).  

Microwave assisted digestion procedure 
 500 ± 5 mg of silicon samples were directly weighed into the microwave vessel. 
For silicon samples with an average particle size < 2 mm, 28 mL of an acid mixture of 
5.65 mol L-1 HF / 0.85 mol L-1 HNO3 were added. Before sealing the vessel the total 
mass of the sample mixture was noted. For samples having an average grain size > 2 
mm, 18 mL of an acid mixture of 8.6 mol L-1 HF/ 1.35 mol L-1 HNO3 were added. 
After a successful digestion 10 mL of water (18 M  cm-1, Milli-Q) were added to 
obtain a comparable acid matrix for any digestion solutions. 
 Adapted from about 50 variations in acid mixture compositions and temperature-
time programs for the high-pressure microwave digestion system (MLS Ethos Start, 
100 mL PTFE vessels, ϑmax=120°C), the following procedure was found to be 
optimum. The temperature was first raised from room temperature to 50°C within 3 
min, and then held at that temperature for 20 min. Next, the temperature was 
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increased to 80°C within 3 min and held for 20 min. Finally, the vessels were linearly 
heated over 5 min to 120°C, with a holding time of 30 min. After cooling the sample 
the total mass of the sample mixture was noted again in order to determine the mass 
loss caused by escaping reaction gases during digestion. The digestion solution was 
directly used without further treatment to prepare sample solutions for measurements. 
A digestion solution of electronic-grade silicon (eg-Si) acts as method blank. 

Sample preparation and ICP-OES measuring conditions 
 At first the sample was scanned using ICP-OES to determine the approximate 
element contents. For this procedure the digestion solution was diluted with a mixture 
of HF/HNO3 (each 1% (v/v)) so that the content of the dissolved sample is 
approximately 2 mg g-1. The method blank solution was used to prepare the scan 
standard which was diluted to the same content of dissolved silicon and spiked with a 
multi-element standard with typical element concentrations.  
 With the knowledge of the approximate element contents the sample solution was 
diluted with HF / HNO3 (1% (v / v)) to match the contents of the dissolved sample 
between 1 mg g-1 and 4 mg g-1 depending on the scanned element contents. A multi-
element standard stock solution was prepared in such a way that the element 
concentrations matched to the ratios of the impurity element concentration obtained 
by the ICP-OES scan. Aliquots of this standard stock solution were added to a 
constant aliquot of the method blank solution with a silicon content comparable to the 
sample solutions. A 6-point calibration was made at equidistant intervals so that the 
middle of the calibration ranges represents the element concentrations of the sample. 
 To determine the 12 major impurity elements (B, Mg, Al, P, Ca, Ti, Cr, Mn, Fe, 
Ni, Cu, Zr) an (ICP-OES) with duo-view option (iCap 6500 DUO, Thermo Scientific, 
Germany) was used. The HF-resistant sample introduction system was equipped with 
a parallel path nebulizer made of PEEK (MiraMist, Burgener Inc.), a cyclonic PTFE 
spray chamber (Glass Expansion) and a ceramic injection tube (ibid.). The plasma and 
integration parameters are listed in Table 1. 
 
Table 1: Instrumental and integration conditions of the ICP-OES 

RF incident power [W] 1150 Plasma viewing mode 
axial or axial 

and radial 
Plasma argon flow rate [L min-1] 12 Maximum averaging time [s]   
Auxiliary argon flow rate [L min-1] 0.5 UV (axial / radial) 20  /  15 
Nebulizer argon flow rate [L min-1] 0.5 Vis (axial / radial) 10 / 5 
Sample uptake rate [U min-1] 50 Subarry readout   
Inner diameter of the torch injector [mm] 2 width 20 

 Selection of element characteristic emission lines for ICP-OES analysis was 
carried out after detailed checks of interferences with other analyte elements and with 
silicon as the major matrix component. Finally, the selection was made according to 
the criteria of low interferences, high intensities and low signal-to-background ratios. 
In order to uncover unexpected spectral and non-spectral interferences, at least 3 
emission lines are measured for each element. The most suitable analytical emission 
wavelengths for the measurement in high silicon matrices are summarized in Table 2. 
The Ar emission at 404.442 nm is used for monitoring the plasma stability, and the Si 
emission at 390.552 nm to check the consistency of the matrix. 
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Table 2: Selected analytical emission wavelength for ICP-OES, (I): atom emission, (II): ion 
emission 

element analytical wavelength / nm 
B 182.591 (I) /   182.641 (I) /   208.893 (I) /   208.959 (I) /   249.678 (I) 

Mg 279.553 (II) /  280.270 (II) /   285.213 (I)   
Al 237.312 (I) /   308.215 (I) /   309.271 (I) /   394.401 (I) /   396.152 (I) 
P 177.495 (I) /   178.284 (I) /   178.766 (I) /   185.942 (I) /   213.618 (I) 

Ca 315.887 (II) /  317.933 (II) /  393.366 (II)   
Ti 334.941 (II) /  336.121 (II) /  337.280 (II) /  338.376 (II)  
Cr 205.552 (II) /  206.149 (II) /  267.716 (II) /  283.563 (II)  

Mn 257.610 (II) /  260.569 (II) /   279.482 (I) /  293.930 (II)  
Fe 238.204 (II) /  239.562 (II) /  259.837 (II) /  259.940 (II) /  261.187 (II) 
Ni 216.556 (II) /  231.604 (II) /   341.476 (I) /   352.454 (I)  
Cu 204.379 (II) /  213.598 (II) /  224.700 (II) /   324.754 (I) /   327.396 (I) 
Zr 327.305 (II) /  343.823 (II) /  349.621 (II)   
Si 390.552 (I) to control matrix stability 
Ar 404.442 (I) to control plasma stability 

Results and discussion 

ICP-OES performance and selection of analytical emission lines 
 The ICP-OES analysis in high-silicon and acidic matrices requires a reselection 
and critical assessment of the analytical emission lines. To identify possible spectral 
and non-spectral interferences originated by such matrices the silicon/acid 
concentration in a multi-element standard solution (cf. Table 3) was increased 
gradually from 0 to 5 mg g-1 with the help of a method blank solution. With 
increasing silicon and acid concentrations, a dramatic decrease of the signal-to-
background ratio was found for all emissions in the UV range, while the emissions in 
the visible range are not significantly affected by the matrix.  
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Figure 1: Relative signal-to-background ratio of selected nickel and cobalt emission lines as a 
function of silicon matrix concentration for standard solutions of 67 ng g-1 Ni and  67 ng g-1 Co 
(left) and selectivity (given as slope of calibration function) of boron emission at 182.641 nm 
as a function of silicon concentration, determined by calibrations from Table 3 (right). 
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 Fig. 1 left, illustrates this in the case of selected nickel and cobalt emissions; the 
signal-to-background ratio is represented relatively to that of a silicon-free solution. In 
particular for the non-metals boron and phosphorus, which exclusively show atomic 
emissions with sufficient intensity in the UV range, a decrease in selectivity with 
increasing silicon and acid matrix was found. (Fig.1, right) 
 Additionally, the high-silicon content complicated the determination of phosphorus 
in the analysis solutions by spectral interferences as shown in Fig. 2. Apart from the 
interference of copper with the most intensive phosphorus emission lines 177.495 nm 
and 213.618 nm, an additional direct interference with silicon at 213.618 nm was 
observed (Fig. 2). A determination of phosphorus in the required concentration range 
is not possible solely by matrix matching of the calibration standards. 
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After careful assessment regarding spectral and non-spectral interferences between 
the matrix and the analyte element emission lines, the most suitable emission lines for 
the analytical determination of metals and non-metals in high-silicon and acid 
matrices are summarized in Table 2. 
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Figure 3: Relative intensity ratio between 
Mg ion emission at 280.270 nm and Mg 
atom emission at 285.213 nm of 
magnesium normalized to the MgII/MgI 
intensity ratio of the silicon free solution 

Figure 2: Comparison of spectra between 
a silicon-free calibration solution (50 ppb 
Cu, 80 ppb P) and a real sample matrix 
with 2 mg g-1 silicon matrix (25 ppb Cu, 60 
ppb P). 
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 Another important contribution to the quality of the analytical measurements in 
such high-silicon and acid matrices is plasma stability. The stability control was 
performed by means of the scattering of the measured Ar emission intensities [21] 
both as short-term stability (internal measurement replications) as well as long-term 
stability (series of measurements). Furthermore, there was a permanent monitoring of 
the intensity ratio MgII /MgI, which indicates changes in the excitation conditions 
with increasing silicon and acid matrix. [21-23] Fig. 3 shows that the characteristic 
value of the robust plasma decreased by adding a silicon content of 1 mg g-1 by 
approximately 30%, whereas with further increasing silicon content in the analyte 
solution (1 mg g-1 to 5 mg g-1 Si) the intensity ratio MgII/MgI remained constant, so 
that identical excitation conditions prevailed over a variable range of the Si contents. 
A stable analytical plasma could be approved in measurements with 2 mg g-1 silicon 
matrix over a time of 6 hours. 

Limits of quantification 
 For the assessment of the method, the detection and quantification limits were 
calculated using the calibration method according to DIN 32 645 [29]. Compared to 
the blank value method the calibration function method provides not the smallest 
limits, but it provides the more realistic picture of actually determinable 
concentrations. The limitations of the calibration method depended on the selected 
range of operation. For their determination under varying silicon matrix 
concentrations an 8-point multi-element calibration with identical concentrations in 
equidistant intervals was performed for each. The average concentrations of the 
calibration functions are shown in Table 3. 
 
Table 3 Average concentrations of calibration functions to determine LOQ 

element  B Mg Al P Ca Ti Cr Mn Fe Ni Cu Zr 

w  / ng g-1 70 35 140 35 140 70 35 35 140 35 35 35 

  
Consequently, the limit of quantification of the method is co-determined by the 
quality of each performed calibration by means of the residual standard deviation. All 
limits were calculated for the significance level  = 0.01. To calculate limits of 
quantification an uncertainty of 10% (k = 10) was chosen.  
 Due to the decreasing signal-to-background ratio of the emissions in the UV range 
with increasing silicon concentration a minimum limit of quantification at a silicon 
concentration of 4 mg g-1 in analytical solution was obtained. With further increasing 
silicon content the limit of quantification increased again due to the non-spectral 
interference. 
 In consequence, the lowest limits of quantification for the multi-element analysis 
of 12 elements shall be determined in solution of 4 mg g-1 silicon. A further increase 
of the matrix would lead only for a few emission lines to a slight, but not significant 
improvement in detection capability. Table 4 shows the minimally achievable limits 
of quantification by measuring a solution with a matrix of 4 mg g-1 Si. 
 Assuming a similar distribution of elements, a maximum purity level of silicon of 
99.996% can be definitely analysed by measuring against a correspondingly matrix-
matched calibration. In comparison the classical method, including the time-
consuming volatilization of the high-silicon and acid matrix, allows the determination 
of silicon with a purity of 99.998% for identical conditions. [10] 
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Table 4 Minima of LOQ (k = 10) calculated from calibration functions of multi-element 
standard solutions with 4 mg g-1 Si, all analytical wavelengths measured in axial viewing 

element wavelength / 
nm 

wLOQ / 
μg g-1 

element wavelength / 
nm 

wLOQ / 
μg g-1 

element wavelength 
/ nm

wLOQ / 
μg g-1 

B 182.641 2.96 Ca 317.933 15.2 Fe 239.556 4.13 

Mg 285.213 1.20 Ti 334.941 0.71 Ni 216.556 1.47 

Al  308.215 3.92 Cr  205.552 1.79 Cu 324.754 1.83 

P 185.942 5.00 Mn 257.610 0.31 Zr 349.621 0.46 

Comparison with certified reference materials 
 Table 5 compares the values of the certified reference materials (SRM 57b IPT134, 
IPT135) with the analytical results obtained by the new microwave-assisted digestion 
procedure with ICP-OES measurements against a matrix matched calibration (MMC).  

 
Table 5: Comparison between impurity contents in certified reference materials and results 
obtained by the new developed microwave-assisted procedure measured in high-silicon 
matrix and quantified by MMC; n = 5; all units are μg g-1 

 NIST SRM 57b IPT 134 IPT 135 

element 
certified  

value 
found value 

certified 
value 

found value 
certified 

value 
found value 

B (12.5 ± 2.1)* 13.4 ± 0.6 not certified 6.6 ± 0.8 not certified 7.4 ± 0.5 
Mg not certified 2.4 ± 0.2 48 ± 3 49.9 ± 0.9 12 ± 1 11.9 ± 0.2 
Al 1690 ± 220 1551 ± 53 850 ± 30 842 ± 23 450 ± 30 377 ± 16 
P 16.3 ± 1.5 15.6 ± 1.2 33 ± 2 31.0 ± 2.3 27 ± 1 24.3 ± 2.1 

Ca 22.2 ± 4.5 21.0 ± 6.9 1020 ± 30 1026 ± 21 110 ± 10 113 ± 7 
Ti 346 ± 49 329 ± 7 97 ± 4 100 ± 2 113 ± 4 119 ± 2 
Cr 17.3 ± 3.3 14.7 ± 0.4 11 ± 1 9.0 ± 0.4 6 ± 1 4.9 ± 0.1 

Mn 78.2 ± 7.2 70.0 ± 1.5 113 ± 5 101 ± 1 70 ± 3 65.5 ± 0.4 
Fe 3400 ± 60 3294 ± 45 2900 ± 100 2828 ± 26 1250 ± 30 1280 ± 16 
Ni 15.3 ± 1.7 15.6 ± 0.7 6 ± 1 4.9 ± 0.6 5 ± 1 3.6 ± 0.3 

Cu 17.2 ± 5.8 22.8 ± 0.5 14 ± 2 15.8 ± 2.3 8 ± 1 8.6 ± 0.4 
Zr 17.8 ±  0.6 17.5 ± 0.4 not certified 5.8 ± 0.1 not certified 4.4 ± 0.1 

* in 2015 a new certified value for boron was published from NIST: (14.43 ± 0.27) ppm 

 According to the International Conference of Harmonization [24] two analytical 
values are in agreement if their distance does not exceed ± 10%. However, this 
approach was considered as impractical in the present case since the confidence 
intervals for some of the certified element contents are well above 20%. Therefore, 
the assessment of conformity between the found and certified values, including their 
confidence intervals, was done in accordance to the t-Student test. The precision is 
interpreted as repeatability that should be significantly less than 5% for n  3 
analyses. 

 For all investigated silicon samples the determination of metal impurities in the 
high-silicon and acid matrices turned out to be uncomplicated. Only for low-calcium 
concentrations (NIST 57b) a reduced repeatability was found, which was already 
indicated in the broad confidence interval of the certified value. In previous studies, it 
was found that the decreased repeatability due to low calcium levels can be traced 
back to a blank value problem [10]. 
 Special attention was given to the validation of the boron contents. The certified 
boron content of SRM 57b was derived from measurements using two different 
methods. While the solid analysis by PGAA provided a boron content of 
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(14.3 ± 0.2) ppm, the determination by ICP-OES only provided (10.6 ± 0.4) ppm 
boron. Information about the sample preparation prior to the ICP-OES analysis was 
not given. [1] As can be seen from Table 5 the boron concentration that was 
determined exceeds the average certified value, while there is a match with the 
content determined by PGAA. In 2015 a new certified value for boron of              
(14.43 ± 0.27) ppm was published. This new value is based on a new PGAA 
measurement and on a recent ICP-OES determination by Galler et al. [1], who 
obtained a value of (15 ± 0.7) ppm by PGAA and (14.2 ± 0.6) ppm by ICP-OES. The 
found boron contents for the IPT materials are not further discussed because there is 
no certified value for the boron content. 
 The determined phosphorus contents match with the certified values. They show 
absolute deviations from the certified contents of 5-10%, which is not least because of 
the complex spectral and non-spectral background interferences in ICP-OES analysis 
(see. Fig. 2) so that the obtained confidence intervals (include precision and accuracy) 
are partly significantly above 5%. 

Interlaboratory comparisons  
 Due to the described complex problems for a correct determination of boron in 
silicon and the absence of certified or verified reference values round robin tests for 
analysis of boron in silicon samples were initiated by Dr. Gilles Humbert from 
FerróPem (France). Between 17-22 laboratories participated in each test [25-27]. Each 
round robin test included four silicon samples with different concentrations of boron, 
wherein each one of the samples had a boron content < 1 ppm, which is below the 
detection capability of the proposed method (cf. LOQ). The evaluation of the 
laboratory comparisons was carried out in accordance with DIN-ISO 5725-2 [28].  
 First, the three silicon samples with different boron concentrations of the first 
round robin test were analysed by the new method and the results validated against 
the values obtained in the first interlaboratory comparison [25]. Table 6 compares the 
numerical results of the first interlaboratory comparison [25] with results obtained by 
the new method.  
 
Table 6: Reference values of boron an phosphorus determination as result of laboratory 
comparison after critical assessment [25] according to results obtained in high-silicon and 
acid matrix and quantified by matrix matched calibration, n = 4 

 reference values 
results of lab comparison 

found values  
by MMC 

reference values 
results of lab comparison 

found values  
by MMC 

 boron contents phosphorus contents 

 p' n' ′  / μg g-1  /   μg g-1 p' n' ′  / μg g-1  /   μg g-1 

Ref. 1A 16* 64 12.4 ± 1.3 13.5 ± 0.4 9* 36 68.4 ± 5.7 69.7 ± 3.7 

Ref. 1C 17 68 41.4 ± 2.7 43.8 ± 0.7 10 40 29.8 ± 2.9 31.1 ± 2.2 

Ref. 1D 17 68 38.0 ± 4.1 41.1 ± 0.6 10 40 17.3 ± 2.1 15.9 ± 1.0 
 
 Additionally, all individual results of boron contents obtained in the interlaboratory 
comparisons are shown as frequency diagrams in Fig. 4. The distance between the 
minimum and the maximum boron content of each sample was divided into 15 
equidistant classes. 
 Particularly for boron (Fig. 4) it becomes apparent that only the single results in the 
low-boron-doped sample reference 1A show a pattern that is fairly similar to that of a 
t-distribution. Significantly different are the scattering patterns of the samples with 
levels around 40 ppm of boron, which are not t-distributed and therefore are not 
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subject of exclusively random variations. Keeping the potential pathways for boron 
losses in mind, the distribution of the individual results and the absence of a 
significant peak of individual values in the range of the averaged reference value 
indicated systematically inferior results. 
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 The boron contents determined in high-silicon and acid matrices are nearly 10% 
higher than the average reference values from the interlaboratory comparison, 
however, with a higher precision and accuracy at the same time. The slight deviations 
is explained by the enormous scatter of the reference values as shown in Fig, 4. In 
spite of these slight deviations, the t-Student test leads to a formal match between the 
reference values and the found values.  
 The phosphorus contents found with the new method (Table 6) are in good 
agreement with the averaged reference values of interlaboratory comparisons. 
Nevertheless, with decreasing phosphorus content a decrease in the accuracy and 
precision of analytical results was observed, as already found in the reference 
materials. 
 Our lab participated in the two following interlaboratory comparisons [26, 27] 
consisting of each three silicon samples of different boron and phosphorus 
concentrations with the newly developed method. The results of the interlaboratory 
comparisons after eliminating the outliers are compared in Table 7 with the results of 
the analysis by ICP-OES measurements in high-silicon and acid matrices. All 
measurements were quantified against a matrix matched calibration. With the 
exception of phosphorus contents in Table 7 the n = 4 determined results are part of 
the reference value of the interlaboratory comparisons on their own. The uncertainties 
of the values reported in Table 7 are calculated by Gaussian error propagation over 
the whole method. 
 
 
 
 

Figure 4: Frequency diagrams of the 
individual boron contents of the samples 
Ref. 1A, Ref. 1b and Ref. 1c as 
determined in the interlaboratory 
comparison. The single values were 
divided into 15 classes covering the span 
from the minimum to the maximum 
values obtained for each sample. 
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Table 7: Reference values of boron an phosphorus determination as result of laboratory 
comparison after critical assessment [26,27] according to results of new microwave assisted 
procedure quantified by MMC, standard deviations include the error propagation over the 
whole method, n = 4 

 reference values 
results of lab comparison 

found values  
by MMC 

reference values 
results of lab comparison 

found values  
by MMC 

 boron contents phosphorus contents 

 p' n' ′  / μg g-1  /   μg g-1 p' n' ′  / μg g-1  /   μg g-1 

Ref. 2A 15 60 53.0 ± 2.6 53.2 ± 0.9 13 52 22.6 ± 2.1 22.0 ± 2.9 

Ref. 2B 14 56 42.7 ± 2.6 41.5 ± 0.2 14 56 34.2 ± 2.6 34.0 ± 1.6 

Ref. 2C 14 56 71.7 ± 4.2 71.1 ± 1.4 13 52 25.6 ± 2.4 26.3 ± 1.2 

Ref. 3A 19 76 31.4 ± 6.1 33.0 ± 0.4 15 60 23.1 ± 2.0 23.6 ± 0.9 

Ref. 3B 18 72 53.1 ± 5.4 53.6 ± 1.1 15 60 14.0 ± 1.6 14.6 ± 0.5 

Ref. 3C 19 76 11.0 ± 1.5 10.7 ± 0.4 14 56 42.0 ± 4.8 44.5 ± 1.4 
 
 Table 7 shows an excellent agreement between our values and the reference values 
obtained in the interlaboratory comparisons. It demonstrates that this new method 
provides highly accurate and precise analytical results. The fact of slightly higher 
boron contents found in Table 6 is not confirmed by the results in Table 7. The higher 
contents of boron of the silicon samples and the lower uncertainty of the reference 
values contribute to the better agreement with our found values. 
 In addition to B and P all interlaboratory comparisons tested several other trace 
element impurities, which substantially coincides with the scope of testing (cf. Table 
3). None of the element contents determined by the new method had been identified 
as an outlier in the interlaboratory comparisons. Our analytical values passed all 
statistical tests and therefore represent partial results of the reference values. 

Conclusion 
The present paper describes a new and fast method for the determination of trace 
elements in MG-Si. The silicon samples are digested in a microwave-assisted high-
pressure system and then analyzed without prior removal of matrix components 
directly by ICP-OES. Digestion in a closed vessel system minimizes losses of 
phosphorous during the dissolution of silicon. The avoidance of the time-consuming 
critical step of matrix evaporation prevents significant losses of volatile boron species. 
The newly developed method is statistically validated, whereby its proof of 
practicality for the determination of trace elements in silicon, particularly boron and 
phosphorus, is demonstrated. All analytical results are supplied with an uncertainty 
that is calculated by a consequent application of the Gaussian error propagation 
including uncertainty contributions that include the weighing errors for each dilution 
step and the initial sample masses, the confidence intervals of calculated 
concentrations for each selected emission line and the average concentration per 
element over the selected emission lines with their individual confidence intervals. 
The new method allows a precise and accurate determination of impurities in silicon 
with a purity of 99.996%. 
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Abstract 
Side products of the silicon processing during chlorosilane and methyl chlorosilane 
production can be used for pyrogenic silica production. Pyrogenic silica is a 
nanostructured particulate material with aggregate sizes in the range of ca. 100 – 250 
nm. The material reveals unique structural properties due to the fractal character of the 
aggregates. The publication describes the production process and elucidates the 
influence of the process and specific process conditions on the morphology of 
pyrogenic silica. Selected physico-chemical characteristics of pyrogenic silica are 
discussed and the interplay between pyrogenic silica morphology and its main industrial 
applications is demonstrated. 

Introduction 
Pyrogenic silica is a typical example for synthetic amorphous silica (SAS). Other 
examples for this class of materials are precipitated silica and silica gels. The latter are 
produced in a so called wet process by controlled precipitation of silica, whereas 
pyrogenic silica is obtained in a gas-borne high temperature hydrolysis/oxidation of 
chlorosilanes.. 
 Pyrogenic silica is characterized by large specific surface area of ca. 50 – 400 m2/g 
and a highly structured aggregated morphology. Typical industrial applications of 
pyrogenic silica like active fillers for plastics and elastomers, rheology control additive, 
and thermal insulation are making use of these characteristics. 

Production Process 
 Raw materials for production of pyrogenic silica are chlorosilanes obtained in the 
production of photovoltaic or semiconductor silicon and methyl chlorosilanes from 
Müller-Rochow process. 
 In case of chlorosilanes, tetrachlorosilane, SiCl4, is mainly used for pyrogenic silica 
production [1]. However, also other chlorosilanes such as trichlorosilane, HSiCl3 or 
dichlorosilane. H2SiCl2, can be used. The use of chlorosilanes in the production of value 
added pyrogenic silica is an attractive alternative to silane conversion, which is very 
demanding in terms of energy. 
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 Target product of the Müller-Rochow methylchlorosilane process is 
dimethyldichlorosilane, Me2SiCl2. However, an important side product is 
methyltrichlorosilane, MeSiCl3, of 3 – 15% relative yield, which is also often used as a 
raw material in pyrogenic silica production [2]. 
 The formation of pyrogenic silica from SiCl4 is a high temperature hydrolysis in a 
hydrogen-oxygen flame according to Eqs. 1 and 2. 
 

          (1) 

 

        (2) 
 
From thermodynamic data of Eq. 1 and 2, an adiabatic flame temperature of ca. 1700 
K can be calculated. 
 The corresponding reaction of (CH3)SiCl3 is a high temperature hydrolysis/oxidation 
(Eqs. 3 and 4). 
 

         
   (3) 

 
     (4) 

 
The oxidation of the methyl group results in a higher adiabatic flame temperature of 
approximately1900 K. Based on the stoichiometry of eq. 4, no additional water is 
needed for the hydrolysis of the Si-Cl bonds. However, the hydrogen-oxygen flame 
reaction (eq. 3) is still needed to provide enough energy for the particle formation as 
discussed below. 
 
 The particle formation is assumed to be a complex process of chemical reactions 
combined with different particle growth processes. Fig. 1 schematically depicts this 
process. Main parameters to control the particle growth are the absolute temperature 
and the residence time of particles in a certain temperature range [3]. 
 The notion is that in the very early stage of the process cascade SiO2 molecules form, 
which instantaneously fuse to so-called proto-particles of ca. 1nm in size (range 1 in 
Fig. 1) [4]. This happens close to the hottest part of the flame. Due to the high 
temperature, which is far above the melting temperature of amorphous SiO2 ( ), 
proto-particles are in fact droplets of liquid SiO2. Collision of proto-particles results in 
particle growth by coalescence (s. range 2). Finally, primary particles of 5 – 50 nm in 
diameter result. Their size primarily depends on temperature and residence time. The 
viscosity of molten SiO2 strongly depends on temperature and water content [5]. Hence, 
with decreasing temperature the viscosity heavily increases and below a certain 
temperature complete coalescence of particles upon collision is no longer possible. As 
a consequence, particle-particle collision in this cooler part of the flame (range 3) 
causes aggregation [6]. The primary particles within the aggregates are fused by sinter 
bridges. When the temperature drops below the melting temperature of SiO2, 
agglomeration starts. Within the agglomerates the aggregates hold together due to 
strong surface forces like London, Keesom, and van der Waals forces [3]. 
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Figure 1: Particle growths scheme of pyrogenic silica. 
 
Several grades of pyrogenic silica are commercially available, which mainly differ in 
their specific surface area. Typically, silica grades in a range of 50 – 400 m2/g are 
available. The specific surface area is determined by the size of the primary particles. 
By increasing the size of primary particles, the specific surface area drops. The primary 
particles size can be precisely controlled by the flame temperature and/or residence time 
of the primary particles in range 2 of the particle growth scheme. 
 
Fig. 2 shows a schematic illustration of the net process of pyrogenic silica production. 
 
 

 
 
Figure 2: Illustration of the net process of pyrogenic silica production. 
 
After pre-mixing of air and silane feed, all components are introduced by means of a 
nozzle into a reactor, where combustion and subsequent particle formation occurs. The 
particle fraction is separated after cooling from the main gas volume. A very important 
step is the desorption of HCl traces from the silica surface. The pyrogenic silica is 
collected in silos for final homogenization to guarantee constant product properties and 
finally packed into bags. 
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Properties of Pyrogenic Silica 
Main characteristics of pyrogenic silica are a large specific surface area and a complex 
hierarchical morphology consisting of primary particles, aggregates, and agglomerates. 
 Pyrogenic silicas are available in a specific surface range of 50 – 400 m2/g. The 
surface area is measured by nitrogen gas adsorption and calculated from the adsorption 
isotherm by means of the Brunauer-Emmett-Teller equation, resulting in the so-called 
BET surface area [7]. In fig. 3, a typical gas adsorption isotherm of pyrogenic silica is 
depicted. 
 
 

 
 
Figure 3: Nitrogen gas adsorption isotherm of pyrogenic silica. 
 
The gas adsorption isotherm of fig. 3 belongs to the type IV isotherms according to the 
classification of Brunauer, Deming, Deming and Teller and is characterized by a 
hysteresis loop in the large relative pressure p/p0 range. The hysteresis loop is due to 
capillary condensation of nitrogen in silica mesopores [8]. 
 
 The surface structure of pyrogenic silica is complex and still a matter of research. 
The sharp upturn of the gas adsorption isotherm in the low p/p0 range indicates high 
surface energy. From the BET analysis a non-specific silica surface energy of 134 
mJ/m2 has been calculated[9]. However, this value is probably too high and biased by 
specific interaction resulting from surface silanol groups (Si-OH) with nitrogen 
molecules. Using Inverse Gas Chromatography (IGC) in infinite dilution mode a  of 
ca. 60 mJ/m2 for a pyrogenic silica with a specific surface area (SSA) of 200 m2/g was 
found[10], which is a more reasonable number for pure non-specific interactions. The 
energetic heterogeneity of the pyrogenic silica surface is corroborated by IGC 
experiments in finite dilution mode. Fig. 4 shows the adsorption energy distribution 
calculated for the abovementioned 200 m2/g silica and hexylamine as the IGC probe. 
The distribution function shows two modes, one low-energy peak at ca. 23 kJ/mol and 
a peak at ca. 35 kJ/mol for the high-energy sites. 
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Figure 4: Adsorption energy distribution calculated for a 200 m2/g silica and 
hexylamine as IGC probe. 
 
The high-energy peak can be assigned to the specific interaction of hexylamine with 
silanol groups. 
 
The existence of silanol groups at the silica surface have been proven by IR and NMR 
spectroscopy, respectively [11, 12]. Fig. 5 reveals a typical DRIFT spectrum of 
pyrogenic silica. 
 
 

 
Figure 5: DRIFT spectrum of pyrogenic silica in KBr. 
 
The sharp peak at 3745 cm-1 can be assign to isolated SiOH groups. The broad 
resonance from ca. 3740 to ca. 3100 cm-1 is caused by hydrogen bond coupled silanols. 
The hydrogen bond can be formed between silanol and water molecules or between two 
silanol groups close to each other, respectively, as depicted in fig.6. 
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Figure 6: Hydrogen bonds at silanol groups. 
 
 More details about different silanol structures on silica surface can be obtained from 
solid state NMR spectroscopy [13-15]. Fig. 7 shows a solid state 29Si CPMAS spectrum 
of pyrogenic silica of 200 m2/g specific surface area. 
 

 
Figure 7: 29Si CPMAS spectrum of pyrogenic silica of 200 m2/g specific surface area. 
 
The spectrum shows 3 signals at -90 ppm, -100 ppm, and a shoulder at -110 ppm, 
respectively. The first signal can be assigned to geminal silanol groups (Q2 groups), 
the second peak to isolated or vincinal silanol groups (Q3 groups) and the shoulder can 
be assigned to the Q4 backbone (SiO4/2)[16]. NMR spectroscopy in CPMAS mode is a 
non-quantitative method. Hence, the intensities of the signals do not reflect the real 
molar fraction of the corresponding silicon atoms and silanol group density of the silica 
surface cannot be calculated from these data. 
However, the silanol group density is an important parameter affecting several 
fundamental properties of pyrogenic silica, for example: i) colloidal stability of aqueous 
pyrogenic silica dispersions, ii) polymer adsorption due to specific interactions, or iii) 
grafting density of surface modified silica. Determination of silanol group density is a 
delicate analytical challenge. Different methods such as spectroscopy (IR, NMR), 
thermogravimetry [17], mass spectrometry [18], acid-base titration [19], gas volumetry 
using LiAlH4 or organometallic compounds (MeLi )[20], or chemical modification 
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techniques with alcohols [21] or silanes like hexamethyldisilazane have been employed 
[22]. Silanol group densities in the range of ca. 2 – 4.5 silanol/nm2 have been reported 
for pyrogenic silica. One factor which hampers the accurate determination of silanol 
numbers is the highly reactive nature of the silica surface, analytical results are easily 
biased by strong coordination of water molecules to silanols. In order to completely 
remove adsorbed water, elevated temperature and reduced pressure is needed, which 
can finally result in silanol condensation yielding strained siloxane bridges at the silica 
surface according to eq. 5 [23].  
 

  

 (5) 

 
Formation of strained siloxane bridges from silanol condensation also has been 
postulated to occur during the high-temperature production process [24]. As a 
consequence, pyrogenic silica isolated immediately after the flame reactor should 
reveal a low silanol group density and high reactivity toward water according to reverse 
reaction of eq. 5. This is corroborated by the observations that pyrogenic silica collected 
directly after the HCl desorption unit and immediately stored under dry argon exhibits 
a silanol group density of only 1.3 – 1.4 silanol/nm2 and undergoes a rapid increase of 
silanol group density when stored at 94 % rel. humidity. The development of silanol 
numbers over time is shown below in fig. 8 were determined by means of LiAlH4 
titration of samples that have been dynamically dried in a stream of dry nitrogen. 

 
 
Figure 8: Evolution of silanol group density of pyrogenic silica stored at 94 % rel. 
humidity. 
 
The rapid increase in silanol groups levels with time and approaches an upper limit of 
ca. 3.8 SiOH/nm2. The same behavior was found independently in systematic studies 
of silica aging under controlled humidity conditions [25, 26]. 
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 The three dimensional morphology of pyrogenic silica is a direct consequence of the 
production temperature above melting temperature of silica and the strong influence of 
temperature on melt viscosity of silica. In certain temperature range only partly fusion 
of silica particles after collision is possible due to high viscosity of molten SiO2. This 
results in hard, permanent sintered aggregates which are the ultimate particle form of 
pyrogenic silica. In contrast to colloidal silica which forms in a low temperature 
precipitation process in aqueous solution, isolated primary particles have never been 
observed for pyrogenic silica. 
Fig. 9 depicts TEM micrographs showing pyrogenic silica aggregates without (left) and 
with (right) application of intense shear force during sample preparation. 
 

 
 
Figure 9: TEM micrographs of silica aggregates without application of shear (left; dry 
powder on TEM grid) and with application of shear (right; embedded in cured epoxy 
resin). 
 
In order to describe the irregular structure of pyrogenic silica aggregates the concept of 
fractals and self-similarity is often used. Fractal systems follow the fundamental 
relation 6 [27]. 
 

    (6) 
 
The relation states that the mass of a fractal object within a set of concentric spheres 
decreases with decreasing radius l of the spheres according to lD. Exponent D of the 
power law is called the fractal dimension of mass. Scattering methods like small angle 
X-ray scattering (SAXS) are often used to study the structure of fractal objects. 
Parameters like the fractal dimension Dm can be extracted from a I(q-1) vs. q-1 scattering 
plot where I is the scattering intensity and q is the magnitude of wave vector, where q 
= 4π/λsin(θ/2), θ is the scattering angle, and λ the wave length. Fig. 10 displays 
scattering data for pyrogenic silica of 200 m2/g specific surface area. The plot reveals 
two power-law regimes. The low q-regime reflects scattering from fractal aggregates. 
The fractal dimension can be directly extracted from the power-law slope, which is 2.13 
for the example shown. The high q-regime is due to scattering at the primary particle 
surface. From the power-law slope here a so-called surface fractal dimension Ds can be 
calculated using the relation I ∼ q(-P) where P = 6 – Ds, which in this case results in a 
surface fractal dimension of 1.93. Ds of close to 2 is indicative of a essentially flat 
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surface without surface porosity. The mass fractal dimension of 2.13 indicates an open, 
very space filling structure. However, in literature even lower fractal dimensions in the 
range of 1.5 – 1.9 have been reported for pyrogenic silica [28, 29]. The differences 
might be due to different conditions within production processes of the pyrogenic silica 
producers. The space-filling properties of pyrogenic silica aggregates are an important 
feature which directly leads to the use to pyrogenic silica as rheological control 
additive, thermal insulation material, and reinforcing filler [30]. The different 
application will be discussed later. 
 
 

 
Figure 10: Scattering date for pyrogenic silica of 200 m2/g specific surface area. 
 
Particle size and particle size distribution are important parameters to characterize 
powders [31]. However, particle size of hierarchical systems like pyrogenic silica is an 
ill-defined feature. The values strongly depend on the measuring technique and 
conditions of sample preparation. Depending on the size range of the hierarchical 
system, different techniques are employed. Particle size of primary particles within the 
sintered aggregates can be determined by TEM analysis or from the specific surface 
area according to eq. 7 which results in the Sauter diameter Dpp of primary particles. 
 

   (7) 

 
 
The Sauter diameter of primary particles of silica with 200 m2/g specific surface area is 
ca. 14 nm. The Sauter diameter of pyrogenic silica is often cited in scientific literature 
but this is somehow misleading since it implies that isolated primary particles are 
accessible. 
For most applications, the aggregate size is the relevant parameter. An established 
method to determine the particle size of sub-micron particles is photon correlation 
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spectroscopy (PCS) [32]. PCS measures the diffusion coefficient, which is 
subsequently recalculated into the particle size of a solid sphere using the well-known 
Stokes-Einstein-Equation. Hence, for irregular pyrogenic silica aggregates a diffusion-
equivalent hydrodynamic solid sphere diameter is obtained. In Fig. 11 the evolution of 
hydrodynamic equivalent diameter of pyrogenic silica with increasing specific surface 
area is depicted. A clear decrease of aggregates size with increasing specific surface 
area can be observed. 
 

 
 
 
 

 
Figure 11: Evolution of hydrodynamic equivalent diameter of pyrogenic silica with 
increasing specific surface area. Measurement was performed in epoxy resins RIM 
135 at 80 °C. 
 
Pyrogenic silica agglomerates are situated in a size range > 1 μm. A FE-SEM 
micrograph of a pyrogenic silica agglomerate is depicted in Fig. 12. 
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Figure 12: Field emission SEM micrograph of pyrogenic silica agglomerate. 
 
Accurate particle sizing of pyrogenic silica agglomerates is challenging due to shear 
sensitivity of the internal structure of the agglomerates. The aggregates within the 
agglomerate structure interact by relatively weak dispersion forces. Application of 
mechanical shear during sample preparation and measurement are able to overcome the 
dispersion forces and will therefore affect the resulting particle size and particle size 
distribution [31]. The effect of shear on pyrogenic silica particle size is illustrated in 
Fig. 13, which shows the maximum readings of the nm-mode and μm-mode of the 
particle size distribution of a laser light diffraction experiment of an aqueous pyrogenic 
silica dispersion containing 1 wt% of pyrogenic silica of 300 m2/g SSA with increasing 
stirring time. 
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Figure 13: Laser light diffraction data of an aqueous dispersion of pyrogenic silica of 
300 m2/g SSA stirred at 3000 rpm (internal stirrer of Mastersizer 3000) for different 
periods of time. 
 
Under these mild shear conditions, the particle size distribution shows a bimodal 
distribution with one mode in the nm-range and a second mode in the μm-range. With 
increasing stirring time, the sub-micron mode increases in intensity. The intensity of 
the coarse particle peak (μm-mode) strongly decreases. 

Applications of pyrogenic silica 
Main industrial applications of pyrogenic silica are summarized in table 1. 
 
Table 1: Main industrial applications of pyrogenic silica. 

Application desired effect dosage / wt% 

reinforcing filler Improving mechanical properties of 
silicone elastomers 

ca. 30 

rheological additive Flow control of sealants, adhesives, 
and coatings 

1 – 10 

thermal insulation High and low temperature insulation ca. 80 
anti-blocking additive Free flow of adhesive powders 0.05 – 1 

charge regulation additive Charge regulation of toner particles ca. 0.5 – 1 
pharmaceutical excipient Improved powder handling, tabletting, 

and tablet disintegration 
ca. 1
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The different applications finally reflect the properties of pyrogenic silica, i.e. large 
surface area and fractal-like structure of the sub-micron sinter aggregates. In the 
following section, some applications are discussed in more detail. 

Reinforcement of Silicone Elastomers 
Silicone elastomers are widely used in automotive, food and household, energy 
transportation and distribution, medical, etc. [33]. 
Silicone elastomers consist of chemically cross-linked siloxane polymers and ca. 30 
wt% of silica. The silica particles act as reinforcing fillers, i.e. they increase strength 
(moduli) and improve the ultimate properties (deformation and stress at break) of 
silicone elastomers. Fig. 14 schematically depicts the stress-strain behaviour of silicone 
elastomers with and without reinforcing silica. 
 

 
Figure 14: Schematic stress-strain behaviour of silicone elastomers with and without 
reinforcing silica. 
 
By using pyrogenic silica, modulus, deformation at break, and stress at break can be 
increased by at least ca. one order of magnitude [2]. Despite the maturity of these 
materials, the exact mechanisms of silica reinforcement are still not fully understood. 
However, it is generally accepted that the inclusion of particles with a high modulus, as 
well as particle-polymer interactions and particle-particle interactions are important 
factors to improve the mechanical properties of elastomers [34-36]. In order to improve 
particle dispersion and modulate particle interactions the silica surface is often 
chemically modified, i.e. the surface silanol groups are reacted with reactive silanes or 
siloxanes to form stable Si-O-Si bonds. This can be achieved by in-situ silane treatment 
during compounding of silica into the gum base. An widely used silane modifier is 
hexamethyldisilazane ((CH3)3Si-N(H)-Si(CH3)3 )[2]. 
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Rheology Control 
Mixing pyrogenic silica into fluid causes a strong increase in viscosity and can result 
even in gel formation, depending on the silica loading. This effect is used to control the 
flow properties of sealants, adhesives, and coatings [30]. The silica improves 
application properties like extrusion rate, sag resistance, prevention of pigment 
sedimentation, and paintability. The increase in viscosity comes along with a non-
Newtonian behaviour such as shear thinning and thixotropy. This property is depicted 
in Fig. 15, which shows a thixotropy experiment simulating storage (low shear rate; a), 
application (high shear rate; b), and structure recovery (low shear rate; c). 
 

 
 
Figure 15:  Thixotropy experiment of Epikote 828 containing 5 wt% pyrogenic silica 
(SSA 200 m2/g); block a): 0.5 s-1, block b) 500 s-1, block c) 0.5 s-1 and an illustration of 
the evolution of the internal silica network structure. 
 
In block a) of the thixotropy test, a low shear rate of 0.5 s-1 is applied. This simulates a 
situation of low mechanical impact like storage where the internal rest structure is only 
slightly disturbed. The high viscosity is a result of a percolating particle network which 
effectively immobilizes the fluid within the network. Instantaneous increase of the 
shear rate to 500 s-1 (block b) induces degradation of the network structure and reduces 
the immobilized fluid volume. The network degradation is reflected by strong shear 
thinning. The high shear rate phase is intended to simulate the application of a 
formulation like pumping, spraying, or painting. In the subsequent low-shear phase (0.5 
s-1; block c) the structure recovery of the particulate network is monitored.  Proper 
choice of the silica grade and adaption of the silica loading allows tailoring of the degree 
shear thinning and the rate of structure recovery according to the requirements of the 
corresponding application. 
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Thermal Insulation 
Pyrogenic silica is the most effective thermal insulation material, which is readily 
available in large quantities [37]. Table 2 summarizes the thermal conductivity of 
selected insulating materials. 
 
Table 2: Thermal conductivity of selected insulating materials at 293 K. 

Material λtot [mWm-1K-1] test specimen 

pyrogenic silica ca. 20 fiber inforced panel 
silica aerogel ca. 15 monolith 
mineral wool ca. 40 fiber mat 

extruded polystyrene (XPS) ca. 35 panel 
expanded polystyrene (EPS) ca. 40 panel 

 
According to eq. 8, the total thermal conductivity λtot is a combination of gas-borne 
thermal conductivity λg, solid body thermal conductivity λs, and radiation thermal 
conductivity λr.  
 

   (8) 
 
For non-compacted pyrogenic silica powder at 300 K λg of ca. 20 mWm-1K-1, λr of ca. 
2 mWm-1K-1, and λs of ca. 5 mWm-1K-1 was obtained which results in total thermal 
conductivity λtot of ca. 27 mWm-1K-1. The radiation thermal conductivity is a 
consequence of IR radiation passing through the silica. This contribution is of minor 
importance at ambient temperature and can be significantly reduced by means of IR 
radiation opacifiers like carbon black or magnetite. Solid body thermal conductivity 
results from thermal vibrations transmitted through the silica. This contribution is also 
relatively weak due to the fractal structure of pyrogenic silica aggregates. Their fractal 
nature gives rise to a distinct tortuosity of the silica chains within the aggregates and a 
large number of dead chain ends. Even the gas-borne thermal conductivity, although 
being the main contributor for pyrogenic silica, shows quite low numbers compared to 
other insulation materials. The magnitude of gas-borne thermal conductivity is directly 
related to the porosity and the mean pore size of the insulating material according to 
eq.9 [38]. 
 

  (9) 

 
Π is the porosity of the thermal insulator, which is for pyrogenic silica ca. 0.98, λg0 is 
the thermal conductivity of the gas, β is a gas-specific co-factor, Im is the mean free 
path length of the gas, and D is the mean pore size of the insulator. 
Pyrogenic silica is a mesoporous material (s. above) with pore sizes smaller than the 
mean free path length of air at standard conditions (ca. 70 nm). The combination of all 
factors discussed above is reason for the outstanding insulation properties of pyrogenic 
silica. Reduction of λg is an efficient way to further improve the insulation properties 
of pyrogenic silica. This concept is successfully applied in case of so called vacuum 
insulation panels where a foil-wrapped pyrogenic silica panel is evacuated. A total 
thermal conductivity of ca. 5 mWm-1K-1 can be achieved.  
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Abstract 
In the continuous methylchlorosilane process, the fresh silicon fed to the fluidized bed 
reactor has to be activated in an efficient way in order to provide high and stable 
performances in term of productivity and selectivity. Fresh silicon particles are 
activated both by reaction with fresh catalyst and by transfer of catalyst from already 
activated particles.  
A specific experimental lab procedure was developed to get information on catalyst 
transport from activated to fresh silicon particles. The effect of temperature, 
cocatalyst concentration and addition of aluminium on copper transport in the 
methylchlorosilane reactor and reaction performances of the catalytic sites resulting 
from this transport were investigated. 

It was observed that the amount of copper transported from activated to unactivated 
silicon was only slightly affected by experimental conditions.  

Cocatalysts transfer seemed more affected by experimental conditions: High 
concentration of tin on added silicon fraction seemed correlated with transfer at high 
temperature; high concentration of tin and zinc were obtained when the cocatalysts – 
or zinc alone – were added during the transfer step. 

The reactivity of the catalytic sites obtained by transfer was significantly higher than 
the reactivity of the catalytic site obtained by reaction between silicon and fresh 
catalyst. Best reactivities were achieved at relatively low concentrations of 
cocatalysts.  

Introduction 

The synthesis of methylchlorosilanes is the first step of production in the silicone 
industry [1, 2]. Direct process, discovered by Eugene Rochow in 1939 [3], involves a 
heterogeneous catalytic reaction between silicon and methyl chloride. Copper is the 
catalyst of direct synthesis. Zinc and tin are also used as promoters, as they improve 
reaction performances when present in optimal proportions. Dimethyldichlorosilane 
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(Me2SiCl2) is the main product of the reaction but it is produced together with many 
by-products. 
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Industrially, this heterogeneous and highly exothermic reaction (Hr = -284.1 KJ/mol 
if we take only Me2SiCl2 into account), takes place in a fluidized bed reactor (FBR) 
under a pressure of between 2.5 and 4 bars and a temperature around 300°C. Common 
objective of the MCS producers is to perform the reaction with a high level of 
productivity, a high selectivity of Me2SiCl2 and good silicon utilization.  
Despite numerous studies and publications, today the mechanism of the direct 
synthesis of MCS has not been fully understood. Particularly for this reaction, is that 
the catalyst and promoters are supported on silicon, which is a reactant [4].  
The performances of the reaction will depend on the initiation step (active sites 
formation though reaction between silicon and copper), on the evolution of the 
contact mass (silicon surface is constantly changing due to silicon consumption by the 
reaction) and on the ability of the system to regenerate. Copper transport from 
activated particles to fresh silicon is key to maintain stable performances.  

Bibliographic review 

In a batch mode, performances of the direct synthesis will depend on the initiation 
step. This step has been extensively studied at lab scale since the fifties [5-8]. In this 
step, chemistry and hydrodynamics are strongly interlinked. Main drivers for the 
initial performances are silicon chemical quality and particle size distribution (PSD), 
catalysts and cocatalysts chemical quality and PSD, pressure, temperature, quality of 
the mixing. At the end of the initiation, stable performances in term of productivity 
and selectivity are obtained in the reactor.  

In batch mode, deactivation of the mass can be observed at lab scale: after 
consumption of a part of the silicon, the performances start decreasing as represented 
in the graph below.  

Figure 1 : Silicon conversion and productivity evolution in MCS batch reaction 
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Previous work [9] has shown that the deactivation occurred together with the 
formation of a thick catalyst coating layer at the surface of silicon particles, the layer 
preventing contact between methyl chloride gas and silicon surface.  

Figure 2 : SEM picture of silicon particle coated with catalyst, sampled during deactivation phase 

Some studies describe the deactivation phenomenon. MCS reaction performed at 
different Cu amounts in lab stirred bed reactor [10] indicated higher productivity and 
lower initiation time with higher amount of copper, but quicker deactivation and 
lower Me2SiCl2 selectivity. SEM-EDX analyses indicated a rough textured surface for 
deactivated masses with copper only in a shallow surface layer. Deactivation was 
explained as a limited diffusion of copper into the unreacted Si surface, due to contact 
between Cu discrete areas at the surface. In another study [11], main factor for the 

deactivation is the enrichment of free copper. Observation of high level of carbon 
deposit and high level of chlorine in the reactor containing deactivated masses could 
be explained by MeCl decomposition at the surface of free copper. A mechanism was 
proposed by Weber et al [12] to explain deactivation due to too high copper amounts.  

In the industrial reactor, after the initiation stage, silicon is added continuously into 
the FBR together with a certain amount of catalyst.  

Fresh silicon particles are initiated by reaction with copper coming either from fresh 
catalyst addition (same mechanism as during initiation phase) or from activated 
silicon particles. This transfer of catalyst from an “old” already activated particle to a 
new one will activate the fresh particle and reduce accumulation of catalyst at the 
surface of the old one limiting the deactivation phenomenon described above. This 
concept can be illustrated by the following scheme :  
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Figure 3 : Silicon particle evolution with or without copper transport 

After initiation (1), activated silicon particles is consumed by reaction with methyl 
chloride (2) until the catalyst layer at the silicon surface is too thick and prevent 
methyl chloride and silicon contact. If copper is transported from an activated to a 
fresh silicon particle (4) catalyst concentration is decrease at the initial particle surface 

(5) enable further conversion of the silicon particle (7). In the same time a new silicon
particle is activated (6). The mechanism can be continuously repeated.

Very few documents describe the transport phenomenon in the MCS reactor. 

Some work concerning catalysts movement in the FBR was done to understand poor 
performances obtained at industrial scale with low aluminium silicon [13-14]. 
Hypothesis to explain the bad performances was the lack of catalyst movement in the 
FBR, in relation with low Al content. Experiments performed at lab scale consisted in 
vaporizing CuCl, ZnCl2, and mix of them together with AlCl3 or not. AlCl3 was 
proved to favour vaporization of copper and zinc chlorides, by forming ZnCl2-AlCl3 
or CuCl-AlCl3 adducts with low boiling temperature.  

In order to maintain stable performances in the industrial FBR and avoid particle 
deactivation, it seems necessary to have homogeneous and low copper concentration 
at the silicon particles surface. Good catalyst transport from activated to fresh silicon 
particles should contribute to establish these conditions. The objectives of the study is 
to better understand parameters influencing the catalyst transport from activated to 
non activated silicon particles and the performances of the catalytic sites resulting 
from this transport. Specific experiments were designed for this purpose.  
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Experimental procedure 

Experiments will consist in producing reactive mass at lab scale and studying the 
transfer of catalyst from the reactive mass to fresh silicon.  

The indicators for the study will be the amount of copper on added fresh silicon after 
the transfer and the productivity of fresh silicon activated by copper transport.  

The parameters studied will be the experimental conditions during the transfer step: 
temperature and addition of tin, zinc and aluminium.  

Lab reactor :  

Experiments are carried out in a glass stirred bed reactor of a capacity of 0.8 liters. 
The schematic drawing of the experimental set- up is shown in Figure 4.  

The reactor is heated by an electric oven coupled with a regulating system PID. The 
temperature setting is fixed between 250 and 300°C. Methyl chloride (MeCl) is 
continuously distributed through a porous plate at a mass flow rate of 60g/h. 
Methylchlorosilanes (MCS) are condensed, at the column outlet, by a water cooler. 
Unreacted methyl chloride is trapped in an acetone and dry ice mix.   

Figure 4 : Scheme of experimental set-up of MCS synthesis in laboratory stirred bed. 

CPG 

MeCl = 60 g/h 

Contact Mass 210g 
Si – Cu - Zn - Sn 

T = 250-300°C 

100-300rpm 

Noncondensables (CH4,C2H6…) 

MCS 
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Specific procedure 

The reaction proceeds over 2 days. 

On the first day, contact mass of 210g of silicon (0-100µm), and the catalytic species 
copper (as CuCl) , zinc and tin (as bronze) added as solid powders are mixed for 20 
minutes. The contact mass is loaded into the reactor and maintained under the 
experimental procedure described above over a period of 7 hours. During runs, 
condensed MCS are collected every hour and analysed by gas chromatography. After 
7 hours, the temperature is decreased and the reactive mass is maintained over night at 
room temperature under nitrogen.  

Day 1 procedure is the same for all the experimental study. The same silicon powder 
(same impurities and size distribution 0-100 µm) and the same catalyst quality were 
used for all experiments. Around 50g of silicon is converted during day 1.  

On the second day, 50g of silicon (125-160µm) are loaded to the reactor. Specific 
conditions are used for a period of 2 hours before the reaction is restarted under the 
same conditions as in day 1. After 7h reaction with sampling as in day 1, the reaction 
is stopped and the mass is cooled under nitrogen. The two fractions – the one from 
day one and the one from day 2 - are separated by sieving and characterized.  

Day 2 conditions will change for each experiment: contact mass from day 1 and fresh 
silicon will be mixed in specific conditions of temperature, cocatalyst addition…  

The experimental procedure can be summarized as follows : 

Characterization methods 

Liquid samples are collected at every hour and analysed by gas chromatography. 
From GC analysis and mass balance, we can define the following criteria:  

Silicon consumption rate: quantity of silicon converted during the reaction. It is 
determined from mass balance on silicon in the outlet condensed gas, analyzed by 
GC. It is expressed in weight percent. 

Productivity: Is the methylchlorosilanes mass flow-rate produced per kilo of silicon 
initially loaded in the reactor (g MCS/(kg.h)).  

Dimethyldichlorosilane selectivity: Is the weight percentage of 

dimethyldichlorosilane in the total sample of methylchlorosilanes produced. 

Day 1  
210g Si 0-100µm 

+ catalysts 

+7 hours reaction 
(MeCl, T) 

Day 2  
Reacted mass from day 1 

+ 50g Si 125-160µm 
+ 2h specific conditions 

+7 hours reaction 
(MeCl, T) 

Post reaction 
Sieving  

Reacted mass from day 1 / 
Reacted mass from day 2 

+ analysis of the 2 fractions 
(weight, ICP, SEM) 
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Remaining Solid particles are collected at the end of the experiment. For each batch 
the solids are separated using a 100 micron screen. The two fractions (-100µm and 
+100µm) are weighed and characterised by elemental analysis (ICP) and SEM.

From these analyses, we can define the following criteria: 

Silicon consumption rate (Si utilization) of the fractions from the first and second 
day. 

Catalyst content in each of the fractions from the first and second day, which will 
give the amount of catalyst and cocatalyst transport from activated to non-activated 
silicon.  

In this study, performances of the reactions in term of productivity and selectivity is 
similar for all the experiments in day 1 (same experimental conditions), and is the 
result of the two fractions and additives performances for day 2. Productivity and 

selectivity from the very different situations of day 2 will not be systematically 
commented.  

The study will focus on analysis done on solids samples, and more specifically on the 
fraction +100µm representative silicon activated by catalyst transfer.  

Experimental Results 

Impact of temperature on copper transport 

In first series of experiments, fresh silicon added to the reactor on day 2 was mixed 
with reacted contact mass at a fixed temperature under nitrogen over a period of 2h. 
After 2 hours period, methyl chloride was fed to the reactor and temperature was 
adjusted to standard MCS reaction conditions.  

At the end of the experiment, the contact mass was sieved at 100µm; Upper and lower 
fraction were weighed and analysed by ICP.  
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Table 1:  Mixing silicon and contact mass under nitrogen at fixed temperature before MCS 

reaction : analysis of fractions from day 1 and from day 2 

Catalyst content   Catalyst transfer 

Exp   Temp Si Fraction Weight Si utiliz. Cu Sn Zn  Cu Sn Zn 

       (°C) (day)  (g) (wt%) (wt%) (ppm) (ppm)  (%) (%) (%) 

1  25°C -100µm (d1) 106g 49% 3,3 170 1410 

1   25°C +100µm (d2) 32g 36% 0,8 70 490 3% 6% 2% 

2   200°C -100µm (d1) 107g 49% 2,7 160 1340 

2   200°C +100µm (d2) 43g 14% 1.0 250 510 6% 28% 3% 

3   300°C -100µm (d1) 114g 46% 2,9 190 1080 

3   300°C +100µm (d2)  46g 9% 0,7 240 370  4% 28% 2% 

We can observe that silicon utilization of the fraction +100µm is significantly 
different from an experiment to the other. It seems that the thermal treatment under 
nitrogen has a negative impact on the silicon consumption rate. The higher 
temperature the treatment is, the lower is the silicon consumption rate.  

Qualitative SEM analysis illustrate this assumption: the silicon surface of fraction 
+100µm is less consumed for treatment at higher temperature:

Figure 5: SEM analysis of fraction +100µm after experiments with treatments under nitrogen 

at 25, 200 and 300°C 

Elemental analysis performed on each contact mass fraction give the concentration of 
each element of the catalytic system. As no catalyst or cocatalyst was added together 
with fresh silicon on day 2, catalysts measured on fraction + 100µm is exclusively 
from transfer from activated particles from day 1 to fresh silicon. The transfer could 
occur either during the treatment period (2 hours at fixed temperature under nitrogen) 
or during the 7 hour reaction under methyl chloride.  

Elemental analysis indicate that a low quantity of copper was transferred in the three 
experiments. At the end of the second day, only 3 to 6 wt% of the copper initially 
introduced in the reactor was present at the surface of the silicon particles from 
fraction + 100µm.  
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Percentage of zinc transferred was also very small. On the contrary, the percentage on 
tin transferred is significant and very different depending on the treatment 
temperature under nitrogen.  

It seems that tin can be transferred under nitrogen from activated particles to a fresh 
silicon particles, the transfer being favoured by higher temperature: 4 to 5 times more 
tin has been transferred during the treatment at 200 or 300°C. Amount of tin in the 
+100µm fraction at the end of the reaction varies between 70 and 250ppm.

Impact of temperature and cocatalyst addition on copper transport  

In this experimental section, cocatalysts tin and zinc were added together with fresh 
silicon on day 2. As before, the mix of contact mass and silicon was stirred under 
nitrogen at a fixed temperature. 

The quantity of cocatalyst added is calculated based on the quantity of fresh silicon 
added on day 2. The ratio (added cocatalyst / added fresh silicon) is the same as the 
initial ratio loaded on day 1.  
As tin and zinc are added to the reactor, only copper transfer can be estimated.  

Table 2:  Mixing silicon and contact mass with cocatalyst under nitrogen at fixed temperature 

before MCS reaction : analysis of fractions from day 1 and from day 2 

 Catalyst content   Cu transfer 

Exp Temp    Cocatalyst     Si Fraction Weight Si utiliz. Cu Sn Zn   Cu 

(°C)     added      (day)  (g) (wt%) (wt%) (ppm) (ppm)    (%) 

4 25°C    Sn + Zn  -100µm (d1) 113g 46% 2,8 190 2090 

4 25°C    Sn + Zn  +100µm (d2) 44g 11% 0,8 210 800  6.5% 

5 200°C   Sn + Zn  -100µm (d1) 120g 43% 2,3 100 2170 

5 200°C   Sn + Zn  +100µm (d2) 48g  4% 1,0 260 770  4.8% 

6 300°C   Sn + Zn  -100µm (d1) 100g 52% 3 200 2200 

6 300°C   Sn + Zn  +100µm (d2)  47g  6% 0,7 210 910  4.5% 

Catalyst and cocatalyst content on the fraction +100ppm, is nearly the same for the 3 
experiments, and does not vary based on the treatment temperature.  

The composition of the fraction +100µm is significantly affected by cocatalyst 
addition: compared to experiments 1-3 without cocatalyst addition, the amount of zinc 
was doubled (from 400-500ppm to 800-900ppm), the amount of tin was the same as 
in experiments 2 and 3 (no cocatalyst addition, T = 200-300°C). However, copper 

transport was not significantly improved by cocatalyst addition (from 3-6% to 5-6% 
of Cu transferred).  
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The decrease in silicon utilization seems mainly related to cocatalyst composition of 
the fraction: it seems that higher amount of cocatalyst in this fraction is detrimental to 
the productivity of the transferred catalytic site.  

Impact of cocatalyst and additive on copper transport at room temperature  

In these experiments, the mixing between contact mass and fresh silicon is performed 
at room temperature for 2 hours. Quantity of zinc added together with fresh silicon 
was identical as in the previous experiments: Aluminium was added (as Si2Al3Fe) in 
equimolar amount to Zn.  

In these experiments, Al content in the two fractions was also measured. 

Table 3 :  Mixing silicon and contact mass with cocatalyst under nitrogen at fixed temperature 

before MCS reaction : analysis of fractions from day 1 and from day 2 

Catalyst content   Cu transfer 

Exp  Temp    Cocatalyst    Si Fraction Weight Si consump. Cu Sn Zn  Al    Cu 

(°C)   added  (day) (g) rate (wt%) (wt%) (ppm) (ppm) (ppm)    (%)

1 25°C / -100µm (d1) 106g 49% 3,3 170 1405 2400 

1 25°C / +100µm (d2) 32g 36% 0,8 70 490 1950   3.0% 

4 25°C  Sn/Zn -100µm (d1) 113g 46% 2,8 190 2090 1690 

4 25°C  Sn/ Zn  +100µm (d2) 44g 11% 0,8 210 800 1070   6.5% 

7 25°C  Zn -100µm (d1) 100g 52% 3,3 210 3370 1970 

7 25°C  Zn +100µm (d2) 46g  8% 0,8 140 1360 1170   5.0% 

8 25°C  Al -100µm (d1) 128g 39% 2,3 170 1390 1860 

8 25°C  Al +100µm (d2) 34g 32% 0,6 100 490 1130   2.8% 

The two experiments giving the highest silicon reactivity are the one without any 
addition and the one with Al addition. In both cases, a low percentage of Cu was 
transferred to the fraction +100µm and the amount of tin and zinc on this fraction was 
low.  

Zn addition led to a high Zn concentration in both fractions, much higher than when 
added together with tin. The activity for this experiment was significantly increased 
and Me2SiCl2 selectivity decreased.  

The addition of Al does not increase the concentration of Al in either fraction, 
indicating that it does not react with the surface or that it is evaporated from the 
silicon. The concentration of other elements seems to decrease in the contact mass as 
well. A mass balance of the different element for the 4 experiments above is given in 
the table below :  
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Table 4 :  Mass balance on catalytic species in the lab reactor 

% of loaded catal in -100µm % of loaded catal in +100µm  % of loaded catal in reactor 

Exp Cu Sn Zn Cu Sn Zn Cu Sn Zn 

1 50% 48% 21% 4% 6% 2% 54%  54% 24% 

4 46% 47% 28% 5% 19% 4% 51% 66% 32% 

7 48% 56% 39% 5% 16% 7% 53% 72% 47% 

8 42% 56% 26% 3% 9% 2% 45% 66% 28% 

Based on these results, it seems that zinc addition to the reactor make species less 
volatile / more accumulated in the reactor, and that aluminium make zinc and copper 
more mobile. Tin seems not being affected by aluminium addition.  

Discussion 

In any tested conditions, a low quantity of copper (3% to 7%) was transported from 
activated particles to fresh silicon in the lab reactor conditions. The amount of 
transported copper was not highly affected by the conditions evaluated.  

On the contrary, tin and zinc content in the fraction above 100µm (silicon added on 
day 2) varied a lot with the experimental conditions. Tin transport under nitrogen 
seemed significantly favoured by temperature.  

Zinc addition seemed to increase catalyst retention in the lab reactor, whereas 
aluminium seemed to make catalytic species more mobile 

Calculation of surface concentration of catalyst on fraction +100µm after transfer 
indicated quite stable concentration in copper, systematically lower (2 to 4 times) than 
copper concentration in the initial composition. Tin surface concentration are in most 
of the cases significantly higher than in the initial composition whereas zinc surface 
concentration is systematically lower.  
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Table 5 :  Surface molar concentration of catalyst 

Surface Catalyst concentration Cu transfer 

Exp  Temp    Cocatalyst    Si Fraction Cu  Sn  Zn   Cu  

(°C)   added  (day) (mmol/m²) (µmol/m²) (µmol/m²) (%)  

Initial / -100µm (d1) 28,3 78 2607 

1 25°C / +100µm (d2) 9,0 44 533 3 

2 200°C / +100µm (d2) 15,0 198 747 6 

3 300°C / +100µm (d2) 11,1 200 579 4 

4 25°C  Sn+Zn  +100µm (d2) 12,5 171 1223 7 

5 200°C   Sn+Zn  +100µm (d2) 16,8 236 1269 5 

6 300°C   Sn+Zn  +100µm (d2) 11,5 183 1464 5 

7 25°C  Zn  +100µm (d2) 12,9 116 2142 5 

8 25°C  Al  +100µm (d2) 7,1 66 564 3 

Reactivity of copper transferred to fresh silicon was strongly affected by transfer 
conditions and was systematically higher than the reactivity of the initial contact mass 
(day 1). Reactivity of transferred catalyst could be up to 10 times higher than initial 
reactivity.  

The graph below represent the catalyst turnover (mol Si converted /(mol Cu.h) ) for 
some of the experiments.  

Figure 6: Copper catalyst turnover for different transfer conditions 
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Highest levels of reactivity were obtained mainly in the experiment at room 
temperature without any addition and in the one with Al addition. In both cases, 
copper and promoters were at low level in the fraction from day 2.  

As reactivity seems to be more correlated with the level of cocatalyst we tried to 
establish simple correlations between cocatalyst amount in the fraction + 100µm and 
the silicon consumption rate of this fraction.  

Inverse correlation could be found between silicon consumption rate of the fraction 
+100µm and the product of tin and zinc molar content in this fraction, indicating that
high concentrations of cocatalysts seems detrimental for the reactivity of the fraction
+100µm.

Figure 7: Fraction +100µm consumption rate versus (Sn*Zn) molar content in this fraction 

If tin and zinc are necessary to initiate the reaction between silicon and catalyst, their 
role in catalyst transfer is less clear. It seems that the transfer of copper is not 
correlated to the transport of cocatalyst;  Cocatalyst do not seem to contribute to 
copper transport.   

Cocatalysts in the fraction + 100µm seem to act as a poison for the direct synthesis 
reaction. Surface concentration of tin and zinc in this fraction are much higher than 
standard conditions and the ratio Sn / Cu and Zn / Cu are much higher as well. 
Poisonous effect of cocatalysts used at too high concentration is described in the 
literature [15].  
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Conclusions  

A specific experimental lab procedure was developed to get information on catalyst 
transport from activated to fresh silicon particles. Parameters influencing copper 
transport in the methylchlorosilane reactor and reaction performances of the catalytic 
sites resulting from this transport were investigated.  
It was observed that the amount of copper transported from activated to unactivated 
silicon was quite low and was only slightly affected by experimental conditions. In 
any conditions, copper was distributed quite evenly at the silicon surface.  

Cocatalysts transfer seemed more affected by experimental conditions: High 
concentration of tin on added silicon fraction seemed correlated with transfer at high 
temperature; high concentration of tin and zinc were obtained when the cocatalysts – 
or zinc alone – were added during the transfer step. 

The reactivity of the catalytic sites obtained by transfer was significantly higher – up 
to 10 times higher - than the reactivity of the catalytic site obtained by reaction 
between silicon and fresh catalyst.  

Best reactivities were achieved at relatively low concentrations of cocatalysts. 

High concentrations of cocatalysts is suspected of being the main factor degrading the 
reactivity of fresh silicon.  
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Abstract 

Aluminum chloride originating from aluminum impurities in metallurgical silicon is a constant 
contaminant in the product mixture of the Müller-Rochow direct synthesis. It causes several 
problems in the later stages of the silane distillation and purification process by reaction with 
other components of the product mixture. For example, these reactions account for the 
precipitation of solids which block filters and evaporator pipes, thus causing high maintenance 
costs. Tetrachloroaluminates were found to be major constituents of the precipitated solids. 
Strategies could be devised to avoid precipitation or to remove the aluminum compounds from 
the product mixture. 

Introduction 

The Müller-Rochow direct synthesis is a well-established process for the large scale production 
of methylchlorosilanes. The reaction of silicon with chloromethane affords a mixture of the 
desired methylchlorosilanes contaminated with undesired side products. Side products are 
alkanes, alkenes, chloroalkanes and aluminum chloride originating from the reaction of 
aluminum contaminations of silicon with chloromethane. This mixture is separated and the 
products are purified by distillation processes where under certain conditions for example in 
evaporators precipitation of solids is observed. These solids often block filters as well as pipes 
and tubing (Figure 1), thus causing high maintenance costs.  

Figure 1:  Blocked evaporator pipes 
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The nature of these solid compounds is relatively unknown, though. So investigations were 
started to identify the main constituents and to devise methods to prevent their precipitation. 

Results and Discussion 

Generally, all samples of the precipitates were taken in air directly after disassembly of 
evaporators or filters. They were introduced into an argon filled glove box where they were 
washed with n-hexane and dried to remove all silane and soluble organic residues. The 
precipitates found in the filters consisted of brown moisture sensitive powders. In pipes and 
tubing these powders were compacted and had to be milled before washing and subsequent 
analysis.   
Elemental analysis of the solid precipitates by inductively coupled plasma atomic emission 
spectroscopy (ICP-AES) showed that the main constituents with mass fractions > 10 % are 
chlorine, carbon and aluminum. Iron and silicon were identified as secondary constituents with 
mass fractions from 1 - 5 %. The actual percentages were found to be varying slightly from 
sample to sample depending on the origin, but chlorine is always the element with the highest 
mass fraction, followed by carbon and aluminum. A typical result of the elemental analysis of 
a press cake sample is shown in figure 2. 

Element 
Mass 

Fraction 
[%] 

Element 
Mass 

Fraction 
[%] 

Cl  37.70 P 0.32 

C      27.00 Zr 0.10 

Al 10.00 Ti 0.03 

Fe 4.80 S 0.03 

H      3.50 Na 0.03 

Cu 3.20 Ca 0.02 

Si 3.00 K 0.01 

Sn 1.20 Mn 0.01 

Zn 0.72 B  0.01 

Figure 2: Results of ICP-AES elemental analysis of solid precipitates from filters, 
percent by weight 

The solids were further characterized by scanning electron microscopy (SEM) in combination 
with energy dispersive x-ray (EDX) analysis. The SEM images show very homogeneous 
samples with particle sizes from 1 to 20 m (Figure 3). The EDX spectra are in very good 
agreement with the ICP-AES results.    
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Figure 3:  Survey ( left) and close-up SEM images of solid precipitates from fi lters, 
survey scan showing rust particle (white)  

Scattered in the samples a few rust particles were found accounting for a fraction of the iron 
contents of the solids as found in ICP-AES. The rust particles show very different morphologies 
and compositions compared to the rest of the sample and are therefore easily identified (Figure 
4). 
Since aluminum is a major constituent of the precipitates, solid state 27Al-NMR was employed 
to identify the actual aluminum species present. For this, only rust-free samples were used. The 
peaks in the spectra were assigned by reference measurements. Samples from filters early in 
the distillation process contain two different aluminum species which could be identified as 
tetrachloroaluminate and aluminum chloride. Later in the process, only tetrachloroaluminate 
was found in samples from filters and evaporators (Figure 5). 
There are a few metals that can act as possible cations for the tetrachloroaluminate anion, with 
copper and iron being the most abundant in the precipitates. Generally, all tetrachloroaluminate 
salts are scarcely soluble in the product mixture of the Müller-Rochow direct synthesis, so 
precipitation of the identified compounds is not surprising. Rather unexpectedly, the 
precipitates comprise a high carbon content. The nature of the carbon species in the precipitates 
could not be elucidated; thermogravimetric analysis in combination with mass spectrometry 
(TGA-MS) shows the elimination of chloroalkanes and alkanes at elevated temperatures (> 
175°C). Since the precipitates are solids, the carbon species must be of high molar masses or 
polymeric or both. Since no evidence for elemental carbon was found and the hydrogen content 
of the precipitates suggests a saturated linear organic compound of high molar mass, polymers 
are most likely. They have to originate from reactions of the alkanes, alkenes and chloroalkanes 
in the product mixture. Such reactions could be those of chloroalkanes with the Lewis-acidic 
aluminum chloride to form tetrachloroaluminate and carbocations which then further react with 
alkenes to form polymers via cationic polymerization. 
The silicon species present were found to be mainly highly crosslinked siloxanes probably 
resulting from the reaction of silane residues with moisture which occurred while taking the 
samples from filters or evaporators in air.  
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Figure 4:  SEM image of a rust particle covered by precipitate particles (top) and 
corresponding EDX spectrum 

The aluminum species in the solids have to originate from the product mixture of the direct 
synthesis. ICP-AES analysis showed that the mixture contains 150 – 250 ppm aluminum when 
it enters the distillation process. A 27Al-NMR-investigation of several samples of that mixture 
found two different aluminum species (Figure 6). The broad signal/shoulder at approximately 
90 ppm could be assigned to AlCl3 by reference measurements while the species generating the 
sharp signal at 102 ppm remained obscure. In the first stages of the distillation process the 
aluminum concentration in the high boilers of the distillation range rises to 1700 ppm and a 
third aluminum species appears at 117 ppm, again showing a broad signal (Figure 7).   

Figure 5: 27Al-MAS-NMR (15 kHz) of solids from the fi lters of the f irst silanes 
disti l lation column (black) and from the disilanes disti llation column (red) 

It was not possible to quantify the ratio of the three species in the spectrum because integration 
of the signals is made inaccurate by the quadrupole moment of the aluminum nucleus but it is 
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obvious that AlCl3 is the dominant species in the high boilers. Broad signals in 27Al-NMR 
indicate low symmetry and broad signals were found for both the species at 117 ppm and AlCl3. 
Furthermore, reference measurements of methylaluminum chlorides showed that no such 
compound is present in the mixture. So the species causing the signal at 117 ppm remained 
unidentified, but since it has to be formed by reaction of the two aluminum species present in 
the product mixture, it most probably is closely related to AlCl3, possibly Al2Cl7

-.  
In the disilane columns of the distillation the concentration of aluminum in the high boiling 
residues which are discharged as waste from the last distillation columns rises further to about 
4500 ppm. Two more aluminum species at 40 ppm and 96 ppm can be found in NMR spectra 
of the residue (Figure 8). As can be seen, a major fraction of the aluminum species in the 
mixture still consists of AlCl3.  

Figure 6:  27Al-NMR of the direct synthesis product mixture (Al concentration ~200 ppm, 
broad hump from 20 – 120 ppm caused by probe and cavity of the NMR spectrometer  

Figure 7: 27Al-NMR of the high boilings of the distil lation process (Al 
concentration ~1700 ppm), broad hump from 20 – 120 ppm caused by probe and 
cavity of the NMR spectrometer 
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Figure 8: 27Al-NMR of the high boil ings discharged from the disti llation process as 
waste (Al concentration ~4500 ppm), broad hump from 20 – 120 ppm caused by probe 
and cavity of the NMR spectrometer 

Thus, the results of the NMR investigations strongly suggest that AlCl3 is the main cause of the 
precipitation of solids in the distillation process. It is present in the primary product of the direct 
synthesis and is present in all stages of the distillation process. It therefore most likely is the 
reactant to form several undesired products. The most problematic products are 
tetrachloroaluminate salts which are scarcely soluble in silanes and in the high boiling residues 
of the silane purification process. Together with carbon compounds they form solid precipitates 
to be found in filters and on the walls of evaporator pipes.  
After identification of the main cause for the precipitates there are several methods conceivable 
to avoid processes leading to the formation of solids. The most obvious method would be the 
removal of AlCl3 from the silane product mixture of the direct synthesis. Since it has a 
considerable solubility in this mixture it can´t be filtered off.  
Published are several procedures to bond dissolved AlCl3 to solids in packed bed columns. For 
this, reactions with Lewis-basic functional resins, clays or sodium chloride (NaCl) to give 
sodium tetrachloroaluminate (NaAlCl4) are described in the patent literature [1]. The problem 
of packed bed columns is the limited mass flow which can be realized with this kind of 
equipment if the mobile phase is a liquid and the complexity of the regeneration or renewal of 
the column material. Thus, a high volume production can usually not be achieved if the 
purification of the product mixture involves passing it over a packed bed. Furthermore, the 
reaction with NaCl works best in the gas phase and at elevated (> 180°C) temperatures to 
remove the then molten NaAlCl4 from the packed bed, but this causes high process costs and 
may result in changes in the product mixture due to undesired side reactions. 
More suitable for mass production would be processes which generate an insoluble aluminum 
compound directly after synthesis by addition of an agent to the product mixture. The resulting 
compound could then be removed by separation processes like filtration or phase separation. 
These conversions should be fast and complete at or near room temperature to remove all or 
most of the aluminum in a short time and with low costs. The strong Lewis-acidic nature of 
AlCl3 is very helpful in this respect.  
The reaction of AlCl3 with NaCl to yield NaAlCl4 can be carried out by adding NaCl to the 
product mixture and stirring the resulting slurry. But this is a very slow process since the 
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reaction only takes place at the surface of NaCl crystals and the resulting NaAlCl4 sticks to the 
surface, thus leaving it unreactive. This results in long process times and a huge excess of NaCl 
is needed.  
Faster are reactions with organic compounds like urea[2] or imidazolium salts[3] which yield 
ionic liquids. We found them to be scarcely soluble in the silane mixture and they can be easily 
separated from it by phase separation techniques[4]. Quenching of AlCl3 can be monitored by 
NMR in these cases (Figure 9). In one experiment, the aluminum concentration dropped from 
160 ppm to 20 ppm in about 5 minutes when the product mixture of the direct synthesis was 
stirred with 2,5 wt-% of methylimidazolium chloride. The remaining aluminum concentration 
of 20 ppm was shown to correspond to the solubility of the resulting methylimidazolium 
tetrachloroaluminate in the silane mixture. The signal at 102 ppm in the aluminum NMR could 
therefore be assigned to tetrachloroaluminate.  
Another way of preventing precipitation is blocking the reactions yielding tetrachloroaluminate. 
This can be achieved by adding a strong aprotic Lewis base to the silane mixture which bonds 
to the AlCl3 firmly, thus preventing it from abstracting chlorine from chloroalkanes or other 
compounds. Best suited for this are nitriles with high boiling points which are cheap and readily 
available, like adiponitrile (Figure 10)[5]. It is sufficient to add these compounds to the silane 
mixture at low concentrations of 150 - 2500 ppm because their reaction with AlCl3 is fast and 
complete. The formed complexes are considerably stable at all temperatures of the distillation 
process and the high boiling point of any excess nitriles prevents them from contaminating 
product fractions of the silane separation. The complexes and the nitriles remain in the high 
boiling residue and are discarded.   
Since tetrachloroaluminates are soluble in polar organic solvents, solids that have already 
formed can be dissolved in aprotic high polarity solvents like tertiary amines and nitriles with 
high boiling points, thus cleaning the metal surfaces of pipes and tubing[6]. This can be achieved 
by pumping the solvent through the evaporators and tubing of the distillation equipment or after 
disassembly of the same. Pumping it through a closed system prevents the formation of 
hydrogen chloride by hydrolysis and is therefore preferable.   

Figure 9: 27Al-NMR of silane mixture before (black) and after treatment with 
methylimidazolium chloride, broad hump from 20 – 120 ppm caused by probe and cavity 
of the NMR spectrometer 
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Figure 10: Adiponitr i le 

Summary and Conclusions 

It could be shown that aluminum chloride dissolved in the silane product mixture of the Müller-
Rochow direct synthesis is the main cause for the formation of solid precipitates clogging filters, 
pipes and tubing of equipment used in its distillation. The strong Lewis acid reacts with other 
components of the product mixture to yield tetrachloroaluminate salts which are scarcely 
soluble in silanes and thus precipitate in several stages of the distillation. This can be prevented 
by either removing aluminum chloride from the silane mixture or by blocking its Lewis-acidic 
site with a strong aprotic Lewis base. Removal of aluminum chloride is best achieved by 
addition of urea or imidazolium chlorides resulting in the formation of ionic liquids which are 
barely soluble in and can be easily separated from the silane mixture. To block the reactivity of 
aluminum chloride, strong Lewis bases like adiponitrile can be used. Already a very low 
concentration of this readily available solvent in the product mixture prevents the formation of 
solid precipitates without the risk of contaminating the desired product. If filters, pipes and 
tubing have already started to plug, aprotic high polarity solvents like tertiary amines or nitriles 
can be used to dissolve the precipitates and clean the equipment.  
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Abstract 
The Rochow Direct Process involves reaction of silicon with methyl chloride to 
synthesize methyl chlorosilanes (MCS), which are used in various silicone products. 
Understanding fundamental mechanisms of this reaction is critical for improving 
product selectivity and material efficiency. The first part of this manuscript surveys 
literature about side-reactions and by-products related to methyl group decomposition. 
The formation of coke deposition, hydrocarbons, hydrogen gas, and MCS containing 
a Si-H bond or a Si-CH2-Si moiety is discussed. The involvement of C-H bond 
cleavage as a rate-determining-step for methyl group decomposition is also assessed. 
The second part reports new methods for studying the reaction of silicon with cuprous 
chloride (CuCl). Silicon tetrachloride (SiCl4) yield from this reaction was measured 
by a GC method with short cycle-time. The onset temperature was also studied by 
coupling a chemisorption analyser with a mass spectrometer.       

Introduction 
The reaction of methyl chloride (CH3Cl) with silicon to synthesize methyl 
chlorosilanes (MCS), also known as the Muller-Rochow Synthesis or the Direct 
Process, is a key pillar for the silicone industry. Dimethyldichlorsilane ((CH3)2SiCl2 
or simply Me2) is the major product and used to manufacture polydimethylsiloxane 
fluid or elastomer. Some MCS by-products are valuable for different applications. In a 
commercial process, a balanced Me2-to-by-product ratio might be more important 
than a maximized Me2 selectivity for assessing process performance.1  

Mechanistic study of the direct process is an active research area. Key 
topics/approaches include: (a) surface chemistry study (see ref. 2 for examples); (b) 
thermodynamic/kinetic modeling for understanding product selectivity (see ref. 3 for 
examples); (c) roles played by different promoters (see ref. 4 for examples).  

The main reaction of forming MCS, particularly Me2, has been the focus for 
mechanistic studies. On the other hand, knowledge about methyl group decomposition 
and associated side-reactions within the direct process is still limited. Reaction of 
CH3Cl on pristine surfaces such as Cu, single crystal Si and copper silicide has been 
extensively studied (see references 5-7 for examples) These studies provided a wealth 
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of information about interaction of CH3Cl (or methyl groups from other sources) with 
these surfaces and subsequent reactions. However, it remains a challenge to connect 
these results with the observations on actual direct process reaction mass, which is a 
very complex solid mixture of silicon with Cu catalyst, several promoters, and more 
than 10 metallic impurities.1 The required information for making the connection 
includes (a) which is the key active site causing the majority of methyl group 
decomposition? And (b) how does that relate to the active site that catalyzes MCS 
formation? 

The first part of this manuscript surveys literature about side-reactions of methyl 
groups and related by-products. The second part reports new methods for studying the 
reaction of Si with CuCl, which is a key step for forming the active catalyst of the 
direct process. 

Methyl group decomposition in the direct process 
During the direct process reaction, it is desirable to keep the per-pass conversion of 
CH3Cl well below 100%. Excess CH3Cl improves the reaction rate of silicon. The un-
converted CH3Cl is separated from products and recycled back to the process.1 Of all 
methyl groups from the converted portion of CH3Cl, however, only part of them are 
incorporated into MCS. The other methyl groups go through different side-reactions 
and generate different by-products. For convenience, they are collectively termed as 
“unproductive” methyl groups in this manuscript. Unproductive methyl groups reduce 
material efficiency of the direct process. Some unproductive methyl groups go 
through C-H bond cleavage (decomposition reaction) to generate coke and hydrogen 
ligands incorporated into hydrogen (H2), hydrocarbons and MCS products with a Si-H 
bond. These side-reactions and by-products, as well as possible reaction mechanisms, 
are summarized below. 

By-products associated with methyl group decomposition 
Some unproductive methyl groups lose hydrogen atoms and become carbonaceous 
residue (coke) deposits on the reaction mass. Coke formed in the direct process is not 
purely carbon based. Coke with hydrogen-to-carbon molar ratio in the range of 0.5-
1.8 has been observed.8 It was proposed that coke can catalyze formation of more 
coke or even deactivate the direct process reaction.8,9 Olakangil systematically studied 
coke formation in the direct process.10 The impurities present in chemical grade 
silicon were found insignificant for coke formation. On the other hand, phosphorus, a 
promoter used in the direct process, was found to suppress coke formation at higher 
temperature and pressure. CO2 profiles obtained from temperature programmed 
oxidation (TPO) of coke deposition showed two major peaks, which were attributed 
to coke formed near two different sites. The lower oxidation temperature peak was 
attributed to coke formed near a site rich in copper and/or chlorine, while the higher 
temperature one was attributed to coke formed near a site lean in copper and/or 
chlorine. The assignment was based on observation that copper and chlorine catalyzed 
oxidation of carbon black and reduced oxidation temperature. However, the 
possibility of generating two forms of coke was not ruled out.10 Based on kinetic 
study, Olakangil proposed coke formation mechanism consists of reactions 1-6 (S as 
an unoccupied active site consisting of Cu, Si or promoters). The proposed 
mechanism include key assumptions such as (a) reaction 2 was a rate-determining-
step; and (b) reaction intermediates were adsorbed on reaction mass surface.10     
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CH3Cl + 2 S ––> CH3(ads) + Cl(ads)  (1) 
CH3(ads) + S ––> CH2(ads) + H(ads) (2) 
CH3(ads) + H(ads) ––> CH4(g) + 2 S (3) 
CH2(ads) + S ––> CH(ads) + H(ads)  (4) 
CH(ads) + S ––> C(ads) + H(ads) (5) 
CH2(ads) + CH(ads) + C(ads) ––> Coke + nH(ads) (6) 

Hydrogen, methane and other hydrocarbons with two to six carbon atoms are 
commonly observed in the direct process.11 Muller suggested that methane and 
hydrogen were generated from reaction of two methyl radicals through reaction 7.12 
Alternately, methane can be generated from reaction of an adsorbed methyl group 
with an adsorbed hydrogen through reaction 3. Chain growing for formation of other 
hydrocarbons can occur in a reaction similar to 6. 

2 CH3· ––> CH4 + H2 + C (7) 

Methyl chlorosilanes such as CH3SiHCl2 (MeH) and (CH3)2SiHCl (Me2H) are formed 
in the direct process. They are valuable for manufacturing of coupling agents and 
other functional products.1 The combined selectivity of these Si-H containing by-
products was found highly variable. Numbers in the range of around 1% to greater 
than 50% have been reported.1,13 It is reasonable to assume that the hydrogen ligands 
originate from methyl chloride. However, there is no clear evidence of the direct 
sources. Some possible sources include methyl groups, partially decomposed 
fragments such as -CH2-, H2 generated form reaction 7, or adsorbed hydrogen 
generated from reactions 2 and 4.  

In the direct process, there are by-products with the common L3Si-CH2-SiL3 formula 
(where L are ligands such as CH3-, Cl-, or H-). These by-products are collectively 
named silmethylenes. They are part of the high-boiling by-products generally known 
as direct process residue.14 Silmethylenes were generated with higher yields in the 
reaction of methylene chloride (CH2Cl2) and HCl mixture with silicon.15 In that 
reaction, the -CH2- group should be readily formed after cleavage of the two C-Cl 
bonds in CH2Cl2. In the direct process with CH3Cl, the -CH2- must be generated from 
a methyl group after cleavage of one C-H bond. However, the formation mechanism 
of silmethylenes is not well understood. We speculate that the reaction mechanism 
involves reaction of a surface methylene group with two silyl groups (8). The other 
possible mechanism involves decomposition of the methyl group that is already on an 
adsorbed MCS molecule to generate a Si-CH2- moiety, which combine with another 
silyl group (9).      

2 L3Si·(ads) + ·CH2·(ads)  –––>  L3Si-CH2-SiL3 (8) 

(9) 
The side-reactions involving unproductive methyl groups can be summarized by 
Scheme 1, at least from the mass balance standpoint. Scheme 1 shows that: (a) some 
unproductive methyl groups are incorporated into methane and higher hydrocarbons 
without going through C-H bond cleavage; (b) the remaining unproductive methyl 
groups cleave different numbers of C-H bonds to generate hydrogen ligands and CHx 
(x = 0, 1, 2) fragments; (c) the hydrogen ligands are eventually incorporated into MCS 
with Si-H bonds, hydrogen gas, or methane; (d) the CHx fragments are eventually 
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incorporated into silmethylenes, higher hydrocarbons, and coke. It should be pointed 
out that this scheme does not represent the actual mechanisms involved these 
reactions. Indeed, understanding the actual mechanisms of these side reactions is 
critical for controlling the desired ones or suppress the undesired ones to optimize 
process performance. Two key questions are: (a) what are the rate-determining-steps 
(RDS) for these side-reactions? And (b) what are the active-sites that catalyze these 
side-reactions during the direct process? 

Scheme 1. Summary of side-reactions and by-products related to unproductive methyl 
groups. HC stands for hydrocarbons. 

C-H bond cleavage as a rate-determining-step
Formation of all of the by-products summarized in Scheme 1 requires cleaving C-H 
bonds. As C-H bonds in a free methyl radical are very strong (~105 kcal/mol),16 one 
would expect that C-H bond cleavage is a major component of the rate-determining-
step (RDS). One way to test this hypothesis is replacing the proton with a deuterium. 
If C-H bond cleavage is a major component of the RDS, the reaction rate should be 
changed (reduced in most cases). This phenomenon is called kinetic isotope effect 
(KIE).17 Scheme 2 explains the origin of KIE in C-H bond homolytic cleavage. 
Changing from a proton to a deuterium doubles its mass and reduces the stretching 
vibration frequency from 2900 cm-1 for a C-H bond to 2100 cm-1 for a C-D bond. As 
vibration frequency reduces, the zero-point-energy (ZPE) also reduces from 4.15 
kcal/mol for C-H stretch to 3.00 kcal/mol for C-D stretch, and causes the same 
difference for homolytic cleavage activation energies ( G‡). Based on the Eyring 
equation, that will reduce the reaction rate by a factor of about 7.17  
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Scheme 2. Illustration of zero point energy (ZPE) and homolytic cleavage activation 
energy ( G‡) differences for C-H and C-D bonds. Adopted from an online 
publication (https://www.princeton.edu/chemistry/macmillan/group-meetings/RRK-
KIE.pdf) with modifications. The values for frequency, ZPA and relative rate are 
from ref. 17. 
 
Alber studied the direct process with deuterated methyl chloride (CD3Cl).13 In that 
study, the direct process reaction was initiated with CH3Cl. The feed gas was then 
switched back-and-forth between CD3Cl and CH3Cl. It was observed that switching to 
CD3Cl drastically decreased production rate and selectivity of MeH, confirming that 
its formation involves C-H bond cleavage as the RDS. On the other hand, Me2 
production rate and selectivity increased when CD3Cl was fed. The increase of Me2 
was comparable to the loss of MeH.13 This observation strongly suggests that the 
hydrogen ligands for Si-H formation are generated from the methyl groups which can 
also be incorporated into Me2. Therefore, the hydrogen ligand in MeH should be 
generated on active sites that also form chlorosilane products. Transferring methyl 
groups into Si to form Me2 and cleaving C-H bond to form MeH are two competing 
reactions. 
 
On the other hand, feeding CD3Cl reduced methane formation but increased ethane 
formation.13 This observation confirms that C-H bond cleavage is also a key 
component of the RDS in methane formation. Moreover, methane formation through 
reaction 3 is competing with ethane formation through combination of two methyl 
groups.  
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Reaction of Si with CuCl 
CuCl was found to effectively catalyze the direct process reaction and significantly 
reduce the length of the induction period.18 Its reaction with silicon is seen as a key 
reaction and a model for forming catalytically active surface species in the direct 
process.19 The thermodynamics and kinetics aspects of the Si and CuCl reaction has 
been extensively studied. It is proposed that the reaction pathway go through reactions 
10 and 11 to generate SiCl4 and copper silicides (CuxSi, x = 3, 5, etc., depending on Si 
and CuCl ratio).20-22 This manuscript reports new methods for investigating this 
reaction.  

Si + 4CuCl ––> 4Cu + SiCl4  (10) 
Si + xCu ––> CuxSi (x = 3, 5, etc., depending on Si and CuCl ratio) (11) 

Experimental details 
Reaction mass was loaded into a reactor with a constant flow of N2 passing through. 
The reactor was heated up to and maintained at 320 °C. The gas products were 
separated isothermally by an Agilent 7890 GC instrument with 100 °C column 
temperature and 3.6 mL/min helium flow. A thermal conductivity detector (TCD) was 
used. Peak identifications were confirmed by injecting known standards. Based on the 
N2 flow rate (45 sccm, 3.4 g/hr) and N2-to-SiCl4 peak-intensity ratio, SiCl4 formation 
rate was calculated. The reaction was also performed in a chemisorption analyser 
(Micromeritics AutoChem II) for better temperature control. The SiCl4 product was 
monitored by a mass spectrometer (MKS-Cirrus) with cycle-time of 0.1 minute. In 
these experiments, ~0.5 g reaction mass was used and N2 flow rate was set at 40 
sccm. 

Results and discussion 

Figure 1 shows a GC chromatogram of the gas product mixture from the reaction of 
Si with CuCl. The GC method described in the experimental details allowed good 
separation of all the products exiting the reactor. The GC cycle time was slightly 
shorter than 2 minutes. We found that increasing the column temperature or flow rate 
did not significant decrease cycle time. On the other hand, the N2 and HCl peaks co-
eluted at higher temperatures. SiCl4 was found to be the main product, accounting for 
greater than 95% of the mixture excluding N2. There were also small amounts of HCl 
and HSiCl3. We speculate that HCl was generated from reaction of SiCl4 with trace 
amount of moisture left in the reaction mass. The HSiCl3 could be generated from 
reaction of HCl gas with Si. Less HCl and HSiCl3 were generated from the reaction 
mass with longer drying time, confirming that moisture was involved in formation of 
these by-products. The finding here supports previous proposals that SiCl4 is the main 
gas phase product from the reaction of Si with CuCl.20  

152 



 
 
 

 

 

 
 

Figure 1. GC chromatogram of the gas product mixture from the reaction of Si with 
CuCl.  
 
The constant flow of N2 gas served two functions: as a carrier gas to move products 
out of the reactor and as an internal standard for quantifying product formation rates. 
Figure 2 shows SiCl4 formation rate (blue line) and reactor temperature (red line) over 
the course the reaction. No product was detected below 220 °C. The SiCl4 formation 
rate drastically increased when reactor temperature reached ~280 °C and dropped near 
zero about 20 minutes later. Calculation of the area under the blue curve in Figure 2 
gave rise to total amount of SiCl4 formed. Four experiments were performed and the 
average yield of SiCl4 was found to be 107(±4)%.  

 

Figure 2. SiCl4 formation rate (blue line with diamonds) and reactor temperature (red 
line with squares) curves vs time.  
 
Although the above experiments provide accurate quantification of products, the 
reactor temperature-control and the time-resolution of GC were not ideal for 
measuring the reaction onset temperature. However, confirmation of SiCl4 as the main 
product allowed us to monitor its formation with a mass spectrometry (MS) method, 
and use that as an indicator for reaction rate and progress. The MS method provides 
significantly higher sensitivity and shorter cycle time (~0.1 minute). The higher 
sensitivity of the MS method also allows use of less reaction mass (~0.5 g) and use of 
a chemisorption analyser (CA) to provide better temperature control.      
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Figure 3 shows the SiCl4 signal intensity vs reactor temperature in a CA-MS 
experiment. The onset temperature for SiCl4 formation is estimated as ~ 250 °C. This 
is close to what observed in earlier studies with a differential scanning calorimetric 
(DSC) method.22 Upon completion of the reaction within similar timescale as the GC 
measurement, the MS signal dropped back to baseline level. Although not as good as 
the GC method for quantifying different products, the MS signal intensity is still a 
quantitative indicator for SiCl4 formation-rate change (MS signal shows linear 
response to concentration change of a specific compound within a certain range, 
although the responses could be very different for different compounds of the same 
concentration). This reaction has excess Si and the reaction rate should be first-order 
to CuCl concentration (liming reagent). Based on pseudo-first-order theory, SiCl4 
formation rate (MS intensity) is proportional to CuCl concentration.20 Therefore, the 
CA-MS method is also applicable for studying reaction kinetics.   
 
Please note that the method here is limited to detecting SiCl4 formation and reduction 
of CuCl by Si (reaction 10). It does not measure the reaction temperature for copper 
silicide formation (reaction 11), which may or may not occur at higher temperature as 
a separate step. Previous study with a DSC method did not suggest a different reaction 
temperature for silicide formation.22  

   

Figure 3. SiCl4 mass spectrometry signal vs reaction temperature curve.  

The results from this study conform that SiCl4 is the major product with close to 
100% yield in the reaction of Si with CuCl (based on reaction 10). The methods 
employed here are sensitive and suitable for studying reaction with very high Si/Cu 
ratio. Preference for Si/Cu molar ratio higher than 40 in the direct process has been 
reported.23 Such high Si-Cu ratio could impose challenges for the DCS method 
commonly employed in previous studies. The heat generated from the reaction of Si 
with small amount of CuCl could become insignificant compared the heat required for 
increasing the temperature of the reaction mass. On the other hand, earlier kinetic 
studies involved hydrolysis of SiCl4 and titration of the resulting HCl to measure 
CuCl conversion.20,21 The CA-MS method reported here should provide higher 
sensitivity and significant shorter cycle time for measuring CuCl conversion, and 
enable comprehensive studies on the reaction kinetics. 
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Summary 
The recent research results strongly suggest that a major part of methyl group 
decomposition and related side-reactions occur at or near the active sites which 
catalyze MCS formation. This is evidenced by the following observations: (a) 
formation of Si-H and Si-CH2-Si containing products; (b) the co-relation of MeH 
suppression and Me2 enhancement when methyl group decomposition is suppressed, 
(c) formation of coke near Cu and Cl sites. On a single active site, there is competition 
between transferring activated methyl groups to form MCS and decomposing them. 
Encouraging methyl group decomposition might increase Si-H containing products. 
However, the overall material efficiency should decrease, as more methyl groups will 
likely be converted to hydrocarbon wastes. Fine-tuning the balance to achieve the 
optimum process performance requires detailed mechanistic information of methyl 
group decomposition and its related side-reactions. Studying these side-reactions of 
the direct process face the challenge of separating them from the main reaction of 
forming MCS. Developing new instrumentation and research methods might be 
necessary to achieve this goal.          
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Abstract 
The Mueller-Rochow synthesis is a key process in the industrial manufacture of silicone 
products. Optimizing this process therefore offers high cost-saving potential, with 
benefits for a wide range of silicone materials.  Modern process design and optimization 
are performed with computer simulation tools. For solids-gas processes, such as MCS 
synthesis, however, there are no adequate simulation tools available on the market to 
describe the complex physical and chemical interactions in a fluidized- bed process. 
Improving and optimizing existing MCS reactors as well as designing new reactors that 
are optimized as regards selectivity, production and conversion rates, as well as silicon 
use, require an integrated and holistic simulation tool covering all the influences that 
are relevant to the MCS process. The simulation model presented in this paper 
combines the influences of fluid dynamics and design aspects on the chemical reaction, 
such as the effects of operational parameters, different grain sizes or fluidized-bed 
internals. To validate the simulation tool, extensive experimental investigations were 
carried out on different adequate pilot plants in order to adapt the model and to confirm 
the reliability of the simulation tool.  

Introduction 
The Mueller-Rochow reaction, first described in 1940 by Mueller and Rochow, still 
forms the basis of industrial-scale silane chemistry [1, 2]. Almost all of the diverse 
silicone products known from everyday life are produced via this process. By direct 
synthesis, metallurgical silicon, together with chloromethane and copper catalyst, is 
converted into chlorosilane monomers at temperatures between 250 and 350°C. The 
major silane products from methylchlorosilane (MCS) synthesis are shown in 
simplified form in Equation 1, in which dichlorodimethylsilane is the most desirable 
component and is usually produced in a yield range of 75-94% [3]. 
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SiClHCHSiClCHClCHSi nmnm      (1) 

 
On a large scale, the reaction is carried out in fluidized-bed reactors, in which silicon 
powder mixed with catalyst is fluidized by the second reactant chloromethane (see 
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Figure 1). The heat of reaction has to be removed by means of heat-removal internals. 
The gaseous product flow at the top of the reactor also entrains solid particles. To 
improve raw-material utilization, the particles are separated out in one or more 
cyclones, and are returned to the reactor, so that only small amounts of silicon that pass 
through the cyclone are lost from the process. Subsequently, the crude silane is 
processed in multiple distillation steps. 
 

 
Figure 1: Schematic of a Mueller-Rochow fluidized-bed reactor 
 
Since the Mueller-Rochow reaction is a surface-catalyzed gas-solids reaction, the 
fluidized-bed apparatus offers optimal conditions for high mass and heat transfer rates. 
At the same time, the process as a whole is becoming more and more complex. For 
process optimization and equipment design, an integrated and holistic simulation tool 
is needed that can cover all the required influences.  

Modeling overview 
The first step is to identify all the relevant influence parameters to be considered by the 
model. Basically, the Mueller-Rochow fluidized-bed process can be split into three 
major modeling subgroups that influence each other. First of all there is the fluid-
dynamic behavior of the fluidized bed, which expresses the interaction between the 
solid particles and the fluid phase. Fluid dynamics plays a very central role here, 
providing information on gas distribution and on the availability of the gaseous reactant 
for the chemical reaction, based on gas-bubble behavior.  
The chemical reaction is represented in a second modeling subgroup, in which the 
influences of reactant concentrations and pressure and temperature dependencies are 
considered. Finally, the influence of plant design parameters and their impact on fluid 
dynamics, on particle entrainment as well as on the chemical reaction also have to be 
taken into account (see Figure 2). 
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Figure 2: Influence parameters on the Mueller-Rochow reaction 
 
Basically, various commercial process simulation tools (also for solids applications) are 
available. In the field of flow sheet simulation, ASPEN PlusTM, for instance, offers 
various solids process modeling units that also comprise fluidized-bed reactors. 
However, at present, it is not possible, using this tool, to fully describe the complexity 
of the interactions between the different impact factors of the Mueller-Rochow 
synthesis in detail. On the other hand, there are computational fluid dynamics 
simulation tools available, which are capable of describing fluid dynamics in great 
detail. Despite great progress in computing capacities during the last years, it is still not 
possible to employ this simulation tool for large-scale fluidized-bed reactors due to the 
enormous computational effort required to simulate huge numbers of particles. 
Hence, in order to meet all the complex and individual requirements, an own rate- based 
model approach for the simulation of the Mueller-Rochow process was developed using 
the Aspen Custom ModelerTM programming environment. Besides the opportunity to 
create individual programming code, ACM also offers the advantage of access to 
ASPEN property data banks, and, furthermore, the possibility of implementing user-
defined models in the ASPEN PlusTM environment, which can be connected to further 
downstream processes in order to optimize the entire MCS process chain. 

Experimental validation data from pilot plants 
When developing a simulation tool it is crucial to have basic experimental data 
available to validate the model equations. Therefore pilot plants are needed to provide 
scalable and transferable data.  

Pilot plant for fluid-dynamic investigations 
Especially in the case of fluidized-bed pilot plants, certain requirements concerning e.g. 
minimum diameter have to be considered to achieve significant and reliable data. For 
investigating the fluid dynamics of the Mueller-Rochow reactor, a fluidized-bed pilot 
plant was built in cooperation with Hamburg University of Technology (TUHH), with 
a diameter of one meter and a total height of 5.4 meters, including a cyclone and a solids 
recirculation system (see Figure 3 on the left). The pilot plant can be equipped with 
different interchangeable internals. For the experimental investigations, the gas volume 
flow and therefore the superficial gas velocities as well as the dense bed inventory were 
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varied within wide ranges. By employing different powders the influence of the grain 
size distribution was also examined. 
To characterize the fluid dynamics in the fluidized-bed pilot plant the gas bubble 
behavior was measured by means of a capacity measuring probe system at different 
axial and radial positions throughout the dense bed. This well approved measuring 
method [4, 5] provides information on the distribution of gas bubbles in the form of 
data on the fractions, velocities, dimensions and frequencies of bubbles, which are 
important validation parameters for the fluid-dynamic model. 
Beside the bubble behavior, particle entrainment was also measured and investigated 
by means of the pilot plant under different operational conditions, by mass flow rate 
and particle size distribution. 

Continuous MCS pilot plant 
To obtain basic data for the validation of the chemical model, a continuous small-scale 
Mueller-Rochow pilot plant is used. The mini plant allows operating conditions such 
as gas flow rate, operating pressure and temperature to be varied. Furthermore, the 
influence of different particle size distributions and catalyst mixtures, on yield, 
selectivities and conversion rates can also be observed. From the data gained, the model 
parameters “reaction constant” and the “order of reaction” were determined.  
 

                     
Figure 3: Pilot plants used for the experimental investigations of the fluid dynamics (left) and the 
chemical reaction (right)  
 
Using the experimental data provided by these two pilot plants, the simulation model 
was gradually and continuously developed, improved and validated. 

 Mueller-Rochow fluidized-bed modeling approach 
For modeling the Mueller-Rochow fluidized-bed reactor, a well approved and 
established two phase model approach is used [8, 9]. As shown in Figure 4, the 
fluidized-bed riser is axially discretized. Each element consists of a well-mixed solid-
gas phase, called the “suspension phase” and a solid-free “gas bubble phase”. The solids 
particle distribution in the dense bed is considered to be ideally mixed, whereas the gas 
phase rises as plug flow within the fluidized bed. The gas fraction within the 
“suspension phase” is determined by the minimum fluidization velocity, while the 
excess gas forms bubbles (“bubble phase”). In the “suspension phase”, where gas and 
particles are mixed very intensively, the MCS-reaction takes place at the surface of the 
particles. The gaseous reactant held within the bubbles bypasses the fluidized bed and 
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is accessible for the chemical reaction only by mass transport from the “bubble phase” 
into the “suspension phase”. The driving force considered for the mass transport is the 
concentration gradient of the respective components. 
 

 
Figure 4: Schematic of the two phase model approach used 

 
The differential gas mass balances for the two phases are formulated as follows: 
 
Bubble phase:  
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Where u denotes the superficial gas velocity, and umf and mf are the minimum 
fluidization velocity and the bed porosity at minimum fluidization respectively.  It is 
recommended to determine both of these parameters experimentally to characterize the 
powder that is used. Alternatively umf and mf can also be calculated from the equations 
according to Ergun [10] or Wen and Yu [11] for example. b is the local bubble volume 
fraction and cb,i the corresponding concentration of each component i within the bubble 
phase. The mass transport between the two phases caused by the concentration 
difference in the “bubble phase” (cb,i) and the “suspension phase” (cs,i) is calculated by 
means of a mass transfer coefficient kG,i, based on a correlation by Sit and Grace [17]. 
The specific mass transfer area ab is determined by the overall, local gas-bubble surface 
areas of each volume element. On the assumption that the heterogeneously catalyzed 
gas-solid reaction only occurs within the “suspension phase,” the chemical reaction is 
considered by means of a reaction constant approach, where kr,i represents the reaction 
constant relating to the product component i, aP is the total specific particle surface area 
that contributes to the reaction and ceduct refers to the availability of the gaseous reactant 
(chloromethane). 
To describe the ideally mixed solid phase an overall mass balance is formulated 
according to Equation 4 considering the solids inlet flow rate in, the particles that are 
entrained with the gas flow at the reactor’s outlet entr, the loss of solids due to chemical 
reaction, reac, as well as the particle flow rate that is separated out by the cyclones and 
recycled to the reactor, recycle. 
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 0=+−− recyclereacentrin mmmm          (4) 

 
To describe the changes of the particle size distribution within the fluidized bed, mass 
balances for each particle class i are also considered in the model according to Equation 
5 by means of the particle mass fraction distribution Q3,i. Here, the inlet particle size 
distribution, the shrinking of the particles due to the chemical reaction as well as the 
changes in the bed’s composition due to particle entrainment are considered. 
 
 0,,3,,3,,3,,3 =Δ⋅+Δ⋅−Δ⋅−Δ⋅ irecyclerecycleireacreacientrentriinin QmQmQmQm   (5) 

Modeling the chemical reaction of the fluidized-bed reactor 
In order to improve selectivity and yield, a lot of research work concerning the chemical 
reaction was performed in the past, particularly on catalyst systems, on reaction 
conditions or on the influence of the powders used. Despite the extensive research 
activities, the reaction mechanism of the Mueller-Rochow reaction is still not fully 
understood. Thus for modeling the chemical reaction, a reliable and robust reaction 
constant approach is chosen, according to Equation 6.  
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Here, the formation of the different products i, such as from Equation 1, depend on the 
availability of the gaseous reactant chloromethane cMeCl and on the availability of the 
active centers on the particles surface that is assumed to correspond to the total surface 
area of the silicon particles ap. Both parameters are governed by the fluid dynamics of 
the fluidized bed and so are connected to the fluid-dynamic submodel. The order of 
reaction ni, as well as the reaction constants ki for each product component are 
determined experimentally by means of the Mueller-Rochow pilot plant. In order to 
describe the temperature dependency on the reaction constant, the Arrhenius approach 
is used, whereas activation energies EA,i were validated as well by means of the Mueller-
Rochow pilot plant. Furthermore, R represents the gas constant and T the corresponding 
temperature of reaction.  

Modeling the fluid dynamics of the fluidized-bed reactor 
As the Equations 2-3 show, fluid-dynamic input data is required, such as the local 
bubble fraction or the bubbles’ overall surface area for mass transport calculations. 
These parameters are provided by a fluid-dynamic submodel, which describes the 
bubble growth in the dense bed with height, by means of a volume-equivalent, spherical 
bubble diameter, dv, using Equations 7-10 according to Hilligardt and Werther [12]. 
Besides the bubble growth, the second term in Equation 7 takes the splitting of bubbles 
on the basis of a mean bubble lifetime  into account, which becomes relevant 
especially for Geldart A powders. 
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The bubble volume fraction, b which is also a height-dependent input variable for the 
employed two phase model approach, is calculated from the visible bubble flow Vb and 
the bubble rise velocity ub. Here, g denotes the acceleration due to gravity. The visible 
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bubble flow depends on the hydrodynamic parameter  that has to be experimentally 
identified (or can be roughly estimated at 0.8). 

b
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=ε with:  ( )mfb uuV −⋅= ϕ (8) 

According to Equation 9, the bubble rise velocity ub depends on the visible bubble flow 
Vb, on the bubble size dv and also on the diameter of the fluidized-bed riser, expressed 
by the geometry parameter  (Eq. 10) [8]. 
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As Equations 9 and 10 illustrate, the bubble velocity increases with increasing bubble 
size. Furthermore, it can be seen from the geometry parameter  that, for smaller bed 
diameters, the bubbles rise at a slower rate due to the dominance of wall effects. With 
increasing bed diameter those wall effects are steadily reduced until they are negligible 
at diameters greater than one meter. So the model can also be used for lab-scale and 
pilot-plant fluidized beds with smaller diameters. 
Since the distribution of the gaseous phase for each discretized height element, hi, is 
known from the Equations 7 – 10, the solids volume concentration cv is accessible so 
that the bed´s overall pressure drop, pfb can be calculated by the summation of the 
pressure drop of each element according to Equation 11. 
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The first term here represents the pressure drop caused by the solids, and the second 
one the gas phase. However the gas phase is almost negligible due to the large 
difference between solids and gas densities, s and g,i. cvd is a correction value, when 
calculating the solids volume concentration from gas bubble fraction, depending on gas 
velocities and material properties, taken from [8]. Based on the pressure drop 
calculations, information on the total height and the overall solids mass content of the 
dense bed is available. On the other hand, the required bed mass can also be calculated 
from the model when a certain pressure drop or bed height is desired. 

Modeling the influence of internals on the fluid dynamics 
As mentioned at the beginning, the Mueller-Rochow synthesis is an exothermic 
reaction which means that the heat of reaction has to be removed in order to keep the 
temperature, and therefore yield and selectivity, constant. For this purpose, different 
types of vertical or horizontal heat-exchange internals, connected to a cooling system, 
as shown exemplarily in Figure 5, are commonly used [13].   

163 



 

 

 
Figure 5: Example of heat removal internals in fluidized-bed reactors [13] 
 
To follow the goal of developing an integrated and holistic model to simulate and 
optimize MCS synthesis, the influence of the heat removal internals on the fluid 
dynamics has to be identified and integrated into the simulation tool. Thus the design 
of the internals can also be considered for optimization work. At first sight the internals 
reduce the volume of reaction and the free cross-sectional area, which influences gas 
velocities in the riser. Furthermore, it turned out during the experimental investigations 
on the TUHH´s pilot plant that the bubble rise velocity in the dense bed decreased with 
an increased total surface area of the immerged internals. That means that the bubbles 
are decelerated at the internals surface. At the same time, the lower bubble velocities 
lead to a higher gas residence time in the dense bed which means a higher availability 
of the gaseous reactant for the MCS reaction. This example underlines how plant 
design, fluid dynamics and chemical reaction are closely interconnected. The surface 
effects of the internals are characterized by the hydraulic plant diameter dhyd in the 
simulation model. As can be seen from Equation 12 and Figure 6, the hydraulic 
diameter recalculates an equivalent (reactor) diameter taking all the surfaces of the 
internals into account. Here, Acs denotes the free cross-sectional area and Pwet depicts 
the wetted perimeter.  
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Figure 6: Illustration of the hydraulic diameter 
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As Equations 9 and 10 from the fluid-dynamic model show, the influence of wall effects 
on the bubble rise velocity, relating to the reactors diameter, are already considered. By 
replacing the reactor diameter dr with the hydraulic diameter dhyd in Equation 10, the 
effect of the internals surfaces can be applied directly to the existing model equations. 
In case of a void reactor without internals, the hydraulic diameter corresponds to the 
reactors diameter.  

Fluid-dynamic model validation results 
In order to confirm that the model correctly describes the physical interactions, a model 
validation based on experimental data was carried out. For this purpose, fluid-dynamic 
data provided from the pilot plant at the TUHH was used. Based on the capacity 
measuring probe system the height-dependent validation parameters: bubble fraction 
( b) bubble size (dv) and bubble rise velocity (ub) are accessible for wide ranges of 
operational parameters. Furthermore, discrete pressure-drop measurements along the 
dense bed’s height show the axial powder distribution and the fluidized-bed extension. 
As an example of the validation results of fluid dynamics, Figure 7 shows a comparison 
of the measured and simulated bubble diameters (dv) by means of a parity plot for 
different internal configurations (A-D) and for two different superficial velocities (u). 
Here, the bubble diameters are normalized to the maximum bubble size. As the plot 
shows, the fluid-dynamic model corresponds very well to the measured data even for 
different internal configurations and gas velocities. 
 

 
Figure 7: Model validation results on normalized bubble sizes for different superficial gas velocities 
(u1, u2) and internal configurations (A-D)  

Modeling particle entrainment 
For the Mueller-Rochow reaction and for fluidized-bed reactors in general, the effect 
of particle entrainment from the reactor is very significant. The particle entrainment 
determines the solid mass flow rate that leaves the reactor with the gaseous product 
flow and that has to be separated from the gas flow and recycled to the reactor. Both 
the solid separation by means of cyclones and the solids recirculation capacities are 
limited by practical considerations. Furthermore, depending on the cyclone’s separation 
efficiency, the loss of silicon and therefore the silicon utilization is also affected directly 
by the particle entrainment. 
 

165 



 

 

 
Figure 8: Particle entrainment in fluidized-bed reactors 
 
As is shown in Figure 8, the solids concentration in the fluidized bed is almost constant 
up to the bed surface. At the bed surface, particles, independent of particle size, are 
thrown into the freeboard by means of bubble momentum, which mainly depends on 
the fluid-dynamic parameters bubble size and velocity. On their way up, bigger 
particles fall back to the fluidized bed, so that the solids concentration decreases with 
increasing height. At the same time, screening of particles takes place. At a certain 
distance, at the transport disengagement height [6], the screening process is almost 
finished, so that the solids concentration remains constant until the outlet is reached. 
Particle entrainment at this stage mainly takes place by particle conveying only, 
depending on the superficial gas velocity. 
Thus the particle entrainment model has to consider both mechanisms, the height- 
dependent influences caused by bubble momentum and that caused by particle 
conveying in order to calculate the particle mass flow rate and the particle size 
distribution.  The applied model Equation 13 comprises both entrainment mechanisms 
to calculate a resulting mass flow rate for each particle class i, related to the free cross-
sectional area, Acs [14]. The overall entrained solid mass flow rate then results from the 
summation of the individual flow rates, and the particle size distribution is calculated 
from the corresponding mass fractions. 
 
 ( )( ) ( )[ ]iiicsientr QkahQEAm ,3,,30, exp Δ⋅+−⋅Δ⋅⋅=

∞
    (13) 

 
The first term in the Equation 13 represents the height-dependent entrainment flux of 
the particle class i. Here, E0 is the entrainment flux directly at the fluidized-bed surface, 
weighted by the mass fraction of the corresponding particle class. The decrease of the 
entrainment flux with increasing distance from the surface h is modeled by means of 
the dumping coefficient a, which is fitted and validated based on experimental pilot 
plant data. Though it turned out that the dumping coefficient, and therefore the 
entrainment flux, strongly depend on the configuration of internals. The internals act 
like precipitators on the particles, reducing the entrainment flux. Here, an exponential 
dependency between the dumping coefficient a and the reactor’s hydraulic diameter 
dhyd was found, which allows the influence of the internals on the particle entrainment 
by the simulation model to be described. 
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To calculate the entrainment flux E0 directly at the bed surface (at h=0) there are 
different semi-empirical correlations available in the literature such as the approach by 
Wen and Chen [15] for example, according to Equation 14. 
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As can be seen from Equation 14, E0 depends on the fluid-dynamic parameters bubble 
diameter dv and the superficial gas velocity u, which are both provided again by the 
fluid-dynamic model, taking the bubble behavior in the dense bed into account. 
Furthermore, the entrainment flux at the bed surface also depends on the gaseous 
property data such as the density g and the dynamic viscosity g, as well on the 
dimensions of the cross-sectional area Acs of the fluidized bed. 
The second term in Equation 13 describes the entrainment mechanism that takes over 
above the transport disengagement height (TDH). Therefore an elutriation rate constant 
k ,i approach relating to different particle classes, is used [6]. To calculate k ,i, there are 
several (semi-)empirical equations available in the literature [14] such as the approach 
according to Geldart et al [16], shown in Equation 15. From this equation it can be seen 
that particle entrainment above TDH, primarily depends on the superficial velocity u, 
on the density of the gaseous phase g and on the terminal velocity of a single particle 
ut,i. Hence, at freeboard heights greater than the TDH, primarily particle sizes with 
terminal velocities lower than the superficial gas velocity are entrained. 
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Thus, using Equation 13, the solids mass flow that leaves the reactor with the gas flow 
and its particle size distribution can be calculated. Figure 9 shows exemplarily the 
results of the model validation for the entrainment of different particle classes by means 
of a parity plot that compares the measured and the simulated data. As can be seen, the 
simulation results correspond very well to the measured data. 
 

 
Figure 9: Model validation results on the entrainment flow rates of different particle classes  
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Conclusion 
Although several commercial simulation tools for modeling solids applications are 
available on the market, it is not possible to describe the highly complex Mueller- 
Rochow fluidized-bed process sufficiently. So an own, tailored simulation model was 
created, comprising all the relevant influence parameters. During the modeling work 
extensive experiments were carried out in order to identify and quantify these influence 
parameters. For that purpose, a pilot plant was built in cooperation with Hamburg 
University of Technology to investigate the fluid dynamics of the fluidized-bed process, 
including the influence of different internal configurations on the gas bubble behavior 
and on particle entrainment. Furthermore, a second pilot plant was used to investigate 
the MCS reaction. Based on the know-how and on the basic data provided by the pilot 
plants, an own integrated and holistic simulation model of the Mueller- Rochow process 
was gradually developed and validated.  
This comprehensive fluidized-bed simulation tool now can be used to optimize yield, 
selectivity and silicon utilization efficiency of the Mueller-Rochow reactor. The 
optimization work can concentrate on different aspects of the process such as on 
operational parameters, such as gas flow rates, temperatures or pressures, but also on 
the design of the reactor and internals, as well as on different grain sizes, with the aim 
of achieving operational excellence. 
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Abstract 
During a routine inspection cracking was identified in a carbon steel trichlorosilane 
fluid bed reactor in the weld heat affected zone under a lifting lug. Further 
investigation using wet fluorescent magnetic particle inspection revealed more 
extensive cracking. A root cause analysis was performed which identified the 
mechanism as chloride salt induced stress corrosion cracking. Methods are identified 
to mitigate the risk. 

Introduction 
Stress corrosion cracking (SCC) of metals is a form of environmental cracking in 
which cracks form in the simultaneous presence of a tensile stress (as an applied stress 
due to live loading or as a residual stress from fabrication) and a corrosive 
environment. A unique characteristic of SCC is that the metal dissolution component 
of the corrosion reaction is essentially localised to the site and interior of the cracks, 
generally this is the primary factor in determining the rate of propagation. This type of 
localisation is atypical, it is only found in certain combinations of metals and 
corrosive environments. In corrosion engineering, this has led to the compilation of 
SCC susceptibility for a given metal by associating it with specific corrosive agents or 
environments. 

Identification 
Trichlorosilane reactors are routinely inspected, as part of the maintenance schedule. 
To accomplish this, they are first emptied and then washed out with water, 
hydrolysing any residual chlorides. During a routine visual inspection some small 
cracks were observed on the inside of the reactor, corresponding to the location of a 
lifting lug which had been welded to the vessel exterior. To better characterise the 
cracks the inside of the reactor was sand blasted and the cracks were imaged using 
wet fluorescent magnetic particle (WFMP) analysis (Figure 1). It was quickly 
discovered that the cracks were significantly more extensive than initially realised, 
located under the lifting lug near the man way and in several areas of the knuckle 
radius. 
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Figure 1: Wet fluorescent magnetic particle image of the cracks inside the reactor.

Even after identifying the cracks with WFMP, most of them were not possible to 
visually locate under normal light. To further characterise the cracks, two pieces 150-
200 mm diameter were identified and cut from the reactor wall. Arrows in Figure 2
indicate the position of some of the cracks that were only possible to identify with 
WFMP.

Figure 2: Inside surface of a cut-out. The red arrows indicate the location of cracks identified 
by visual examination at 10x–20x magnification.
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All of the cracks that were identified in the cut-outs were open to the interior surface; 
interior, non-surface breaking cracks were not found. Figure 3 indicates the cut 
surface, with cracks indicated by arrows.

Figure 3: Wall cross section, showing the crack depth and morphology.

Figure 4: Significant branching of the cracks, with corrosion products. Inside surface of 
reactor at the right hand side of the image.

1 mm 
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Figure 5: Branching also visible at a microscopic scale. 

Figure 6: Optical micrograph of etched sample. 

Main 
crack 
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Figure 7: Electron micrograph.

Figure 8: Opened cracks showed two zones, a red corrosion product extending 1-2 mm and 
a light filmed area beyond this extending to the crack tip.

Main 
crack 

Intergranular 
crack 
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Figure 9: Electron micrograph of fracture surface.

The depth of the cracks investigated was from 5 to 11 mm deep, which is consistent 
with the expected rate of crack formation for SCC of 1 – 3 mm/year (1). As shown in 
Figure 4 to Figure 9, the cracks all share several features:

The apparently simultaneous initiation and propagation of multiple cracks at a 
given location.

Crack propagation with the development of extensive branching.
The presence of corrosion products in the crack indicating a chloride salt.
A trans-granular cleavage-type fracture surface morphology.
Cracks only located in some areas of high internal stress due to forming or 

welding

While individually none of these uniquely identify a specific failure mechanism, taken 
together they are consistent with stress corrosion cracking as the damage mechanism 
or failure mode.

Root Cause
Stress corrosion cracking requires the simultaneous presence of three factors: a 
susceptible material (in this case carbon steel), a specific corrosive environment or 
agent, and a tensile stress above a certain threshold. Generally, three basic 
mechanisms have been identified for stress corrosion cracking (1). 

1. Active path dissolution, where the bulk of the material is passive, but
segregation of impurities at the grain boundary results in a susceptible
material. This process can occur in the absence of stress.

2. Hydrogen embrittlement, which occurs where hydrogen is drawn to areas of
stress in the matrix, generally at the grain boundary. In general the reactor
temperature is too low for this mechanism.

3. Film induced cleavage, when a normally ductile material becomes coated with
a brittle film formed by a corrosion process. The ductile surface blunts the
crack, where the brittle film is reformed, progressively expanding to form a
trans-granular fracture.
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In this investigation the fractures are only located at areas where high stress might be 
present; at lifting lugs and at the knuckle radius where extensive forming has 
occurred. Carbon steel is generally considered immune to chloride stress corrosion 
cracking, but chlorides were the main component in the crack.

A search of literature uncovered two chloride based agents identified as causing stress 
corrosion cracking of carbon steel, by HCl+AlCl3 (2) and FeCl3 (3). Although the 
conditions are not identical, literature does establish a precedent for chloride stress 
corrosion cracking in carbon steel under the correct conditions. 

In the trichlorosilane reactor, the feed materials are hydrogen chloride and 
metallurgical silicon. The major metallic impurities in the metallurgical silicon are 
iron and aluminium, which will react with hydrogen chloride to form salts. It is 
feasible that the salts and hydrogen chloride are then able to react with the surface of 
the carbon steel to form a very thin but brittle iron (II) chloride layer. The tensile 
stress within the steel is then able to crack this brittle chloride layer, forming further 
corrosion products and resulting in the slow propagation of a crack. 

Mitigation
Stress corrosion cracking requires several conditions to co-exist, in this case a 
susceptible material, a corrosive medium and residual tensile stress. This can be 
illustrated with a triangle, similar to a fire triangle. If one of the conditions is 
eliminated, then the SCC will not occur.

Figure 10: Required conditions for stress corrosion cracking.

Susceptible Material
The material of construction is carbon steel, which is susceptible to chlorination 
resulting in iron (II) chloride. Although it is feasible to use a different alloy, this 
would be an expensive solution. 

SCC
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Corrosive Agent
The process consists of hydrogen chloride and some chloride salts formed from the 
impurities present in metallurgical silicon. Due to the nature of the reactor, it is not 
possible to eliminate the chlorination sources. 

Tensile Stress
The cracks in the reactor were only present in isolated areas, where the lifting lug was 
welded and some areas of the knuckle radius, where the steel plate was formed to 
make a dished shape. However, the knuckle was not uniformly covered in cracks, they 
were only located in isolated areas, indicating that the required stress was only located 
in specific areas. This indicates that the post-weld heat treatment was inadequate in 
these specific locations

Solution
Although there were several areas with stress corrosion cracking, it was only found in 
areas where high stress was present during construction (bending or welding) and it 
was not uniformly distributed around the knuckle. It is difficult to determine the 
residual stress in the reactor without destructive testing, but the distribution of SCC 
indicates that it is possible to use carbon steel in the environment if the stress is 
correctly relieved through heat treatment.

Records indicate that the conditions specified for post-weld heat treatment exceeded 
pressure vessel design code minimum requirements, but were not ideal. Due to 
placement of thermocouples, it is highly probable that the area where the SCC 
occurred was not heated to a sufficient temperature. The implemented solution is to 
install several thermocouples, controlling the heating rate and temperature gradient 
across the entire section to ensure that all parts, especially the thickest sections and 
the most highly stressed areas, have uniformly attained sufficient temperature.

Conclusion
It was found that carbon steel is susceptible to stress corrosion cracking in a 
trichlorosilane reactor. The combination of carbon steel in a chlorinating environment 
with residual tensile stress allowed cracks to slowly propagate up to 11 mm into 
reactor wall. The solution is to place more focus on a stringent heat treatment regime, 
effectively relieving the residual tensile stress and eliminating a pre-requisite for 
stress corrosion cracking. 
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Abstract
Seven candidates were proposed for the structural model of the unidentified explosive 
molecule which caused the fatal accident at Yokkaichi Plant, Mitsubishi Materials 
Corporation in 2014.  Those models were optimized by means of ab initio molecular 
orbital calculations including electron correlation effects at the level of MP2/6-31G*, 
and compared with the available data in order to choose a model which is most 
consistent with them for the further study.  The chemical formula of the chosen model 
(Model A) is Si8H10O14.  Its structure is described as a partial hexahedron composed of 
four Si-Si bonds, seven Si-O-Si bonds and one open ring.  Three H atoms and seven
OH groups are attached to eight Si atoms.  There is a hydrogen bond formed in the area 
of the open ring. 
Possible intramolecular reaction path was explored and one candidate path was found.  
The reaction along the path is significantly exothermic and includes oxidation of a Si-
Si bond and formation of a H2 molecule, which is qualitatively consistent with the 
observation.  The reaction products are a closed hexahedral Si8H8O14 and a H2 molecule.
The Si8H8O14 molecule has three Si-Si and nine Si-O-Si bonds.  The path consists of 
three transition states and two metastable intermediates, each of which is interleaved
between the transition states, in serial sequence.  H2 molecule is formed in the path from 
the 2nd transition state to the 2nd metastable intermediate counting from the reactant.
The reaction may be interpreted as the initial ignition stage of the explosion.  

Background
There was an explosion and fire during opening/cleaning work of a heat exchanger in 
Yokkaichi Plant on January 9, 2014.  Five employees were killed and 13 employees 
were injured by the accident.  A committee was organized to investigate the cause of 
the accident and to provide recommendations for preventive measures.  The chemical 
analysis, infrared absorption spectroscopy and several other measurements were 
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performed on the substances taken from the site of the accident.  The results of the 
investigation and the proposals were made public on June 12, 2014 and the plant 
operation was resumed soon after that.  The cause of the accident identified by the 
committee was the explosive chemical reaction of chlorosilane polymers remained in 
the heat exchanger and hydrolyzed in situ at low ambient temperatures.  Some basic 
chemistry of explosive substance, however, remained unidentified or unquantified.  It 
included the mechanism of the chemical reaction, the thermodynamic and the kinetic 
properties related to the explosion, though hypothetical explosion processes have been 
proposed elsewhere [1, 2]. 

Ab initio molecular orbital calculations
For preliminary calculations, a tool of molecular mechanical (MM) calculations, 
Avogadro (Version 1.0.3) [3], which includes empirical parameters was used to get 
approximate molecular structures.  The set of the obtained atomic coordinates was 
served as the initial condition for the further structural optimization. 
Based on the geometries obtained by MM, more sophisticated ab initio molecular 
orbital calculations were carried out by Gaussian 09 [4].  The geometries of the models 
and some stationary points on the potential energy surface of the reaction path were 
fully optimized at the restricted Hartree-Fock (RHF) level of theory using the 6-31G* 
basis set [5] which is one of the split-valence type basis functions with a set of d-type 
polarization functions on the heavy atoms. In addition, the geometries were refined 
using second-order Møller-Plesset perturbation theory (MP2) [6].    
Then, all optimized molecules were characterized as minima or transition states by 
normal mode (vibrational) analysis. 

Structural modeling

Possible molecular skeletons
The chemical composition and the infrared spectra obtained in the investigation of the 
cause of the accident were used for structural modeling of the chlorosilane polymers 
hydrolyzed at low temperatures. Several pieces of information found in the literature 
were also utilized in the modeling.  One is the existence of Si-SiOH group [7] in the 
substance.  Another one is decrease in the stability of the compound as increase in the 
number of directly linked Si atoms in it [8, 9]. And the other is that the so-called 
“silicooxalic acid” which can be synthesized by hydrolysis of Si2Cl6 cooled by ice [10] 
has two directly linked Si atoms [11].
On the basis of the above observed and literature information the molecular formula of 
Si8H10O14 with four Si-Si bonds was chosen as a basis for the modeling. Also the same 
molecular formula with smaller number of Si-Si bonds was considered. 
There are six possible molecular skeletons or possible stereoisomers with four Si-Si 
bonds.  The schematic diagrams of those models are shown in Figure 1.  They are 
divided into two groups.  Models A, B and C are all featured by partial hexahedral cage 
structure with one open ring.  Models D, E and F have twisted cage with one diagonal 
Si-O-Si bond.  All four Si-Si bonds are arranged almost in parallel for Models A and 
D. A set of two parallel Si-Si bonds is in orthogonal arrangement to the other two
parallel Si-Si bonds for the other models.  It should be noted that those concept of
“parallel” or “orthogonal” is applicable only for idealized schematic diagram in Figure
1 and not for actual structure.
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Figure 1: Diagram of possible skeletons of Si8H10O14 molecule with 4 Si-Si bonds. 

Structural optimization of the models
The all six models were found to have its equilibrium structure, which means that all 
those stereoisomers theoretically exist.  The all six models are stable or metastable in a 
sense that they are located in the bottom of local potential well.  The optimized 
molecular structures of Model A ~ F are presented in Figures 2.  The dashed lines in 
the figure indicates the hydrogen bond. 
The results of the MP2/6-31G* and RHF/6-31G* level calculations were compared and 
the agreement between the both levels of calculations are satisfactory for the all models.  
Therefore, the effect of electron correlation is not important as far as for the geometry 
of the present models. 
The data based on MP2/6-31G* level calculations were employed for the further study.

Figure 2: Structures of six Si8H10O14 molecule models with 4 Si-Si bonds optimized at MP2/6-
31G* level. 

Figure 3 compares the total electronic energies plus nuclear repulsive energies, in other 
words, the stabilities of the optimized Model A ~ F molecules.  The condition at the 
reference point for zero energy is that all component atoms are stationary or motionless 
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and isolated each other so that there is no interaction between them.  A larger negative 
value, therefore, indicates that the electrons and atomic nuclei are more stabilized by 
mutual interaction including formation of chemical bond. 

Figure 3: Total electronic energy plus nuclear repulsive energies between the six models. 

The partial cage structure of Models A ~ C is apparently more stable than the twisted
cage of Model D ~ F.  The schematically parallel configuration of four Si-Si bonds of 
Model A is less stable than the other two orthogonal configurations of Models B and C 
in the partial cage group as illustrated in Figure 1. The similar relationship is found 
between Model D and Models E and F in the twisted cage group.  Model B is the most 
stable among the six models and the other models are metastable in the common 
potential energy surface.
They may be interpreted in terms of internal structural strain.  The structural flexibility 
of Si-O-Si bond more or less relaxes the strain and allows the theoretical existence of 
all those stereoisomers. 

H/OH replacement on the ends of open ring
Two OH groups which terminate both ends (Si atoms) of the open ring of Model A can 
be replaced one by one with H atom which is bound to the other Si atom.  These 
replacements are expected to affect stability of the models, and therefore the structures 
of those isomers of Model A were optimized by the same method described in the 
previous section and the total electronic energies plus nuclear repulsive energies were 
evaluated.
The structures optimized at MP2/6-31G* level are depicted in Figure 4.  
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Figure 4: Optimized structures of two isomers of Model A with different arrangement of OH/H 
on the ends of open ring. The optimization level is MP2/6-31G*.

The obtained total electronic energies plus nuclear repulsive energies are compared in 
Figure 5 for three combinations of OH/OH, H/OH and H/H on the end of the open ring 
of Model A. 

Figure 5: Impact of H/OH replacement on the end of Model A open ring on the total electronic 
energy plus nuclear repulsive energies. 

As Figure 5 shows, the combination of two OH groups on the ends of the open ring 
gives the lowest energy among the three isomers.  This notable stabilization is attained 
by hydrogen bonding between the two OH groups facing each other across the open 
ring as indicated by the dashed line for Model A in Figure 2.  In comparison the 
difference is significantly small between the other two combinations of H/OH and H/H.

Number of Si-Si bonds per molecule
The impact of the number of Si-Si bonds on total electronic energy plus nuclear 
repulsive energies was examined.  Structural models based on the partial cage were 
prepared for three Si-Si bonds and two S-Si bonds. They were optimized again by the 
same method.  The results of the optimization are given in Figure 6. The hydrogen 
bond is formed between the two OH groups on the end of the open ring for both three 
and two S-Si bond models as indicated by the dashed line.  The position of the hydrogen 
bond in those isomers is configurationally equivalent to the one in Model A. 
The model of three Si-Si bonds, a stereoisomer of the models with four Si-Si bonds, is 
named Model G for the further study. 
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Figure 6: Optimized partial cage structures modified by reducing the number of Si-Si bonds.
The optimization level is MP2/6-31G*.

Figure 7 shows the dependency of total electronic energy plus nuclear repulsion on the 
number of Si-Si bonds.  Model A is used to represent the four Si-Si bond model in the 
figure.
The least stability for the four Si-Si bond model may suggest the largest energy release 
by their oxidation. 

Figure 7: Impact of the number of the Si-Si bonds on the total electronic energy plus nuclear 
repulsive energies. The number of the Si-Si bonds is indicated in each bar. 

Vibrational analysis
The vibrational analysis was conducted for the seven models of A  ~ G under harmonic 
oscillator approximation.  This approximation has been widely used as a reliable and 
reasonably accurate representation of actual molecular vibrations except highly excited
conditions. 
The anharmonic relaxation effect was corrected by multiplying scale factor to the 
calculated frequency values.  The scaling factor of 0.9427 obtained for MP2/6-31G* 
level calculation [12] was chosen for this study. 
Each model molecule consisting of 32 atoms has 96 degrees of freedom and 90 of them 
correspond to molecular deformation.  The vibrational modes are orthogonal each other.  
The remaining six degrees of freedom are allocated to three translational modes and the 
other three rotational modes.  Those six modes were not evaluated in this study. 
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The molar absorptivity or infrared intensity was also calculated for each vibrational 
mode. 
The scaled molecular vibrational spectra are shown for Models A ~ C with partial 
hexahedral cage in Figure 8, and Models D ~ F with twisted cage with one diagonal Si-
O-Si bond in Figure 9. 
Seven modes of O-H stretching vibration are observed above 3000 cm-1 for the models 
of A ~ F.  One of those seven modes for each of Models A and B indicates significantly 
lower wave number which is affected by the hydrogen bonding.  The influence of 
hydrogen bond on the O-H vibration is reported by Chojnowski et al. [13] According 
to them the vibrational frequency or the wave number is lowered in the range of 100 ~ 
400 cm-1 depending on the type of hydrogen bond complex. 
There are three modes of Si-H stretching vibration in 2000 ~ 2500 cm-1 range common 
for the spectra of Models A ~ F.   
The strong infrared intensities around 1000 cm-1 are related to Si-O vibrations. 
It is difficult to describe the other infrared absorption peaks in the fingerprint region by 
particular motion of component atoms.  It should be noted that a peak around 875 cm-1

was consistently observed in FTIR spectra of the actual explosive substances. 

Figure 8: Scaled molecular vibrational spectra for Models A ~ C with partial hexahedral cage
including four Si-Si bonds. 
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Figure 9:  Scaled molecular vibrational spectra for Models D ~ F with twisted cage including
one diagonal Si-O-Si bond and four Si-Si bonds. 

The scaled molecular vibrational spectrum is given for Model G with three Si-Si bonds
in Figure 10.  There are four distinctive Si-H stretching and six O-H stretching modes 
in Model G.

Figure 10: Scaled molecular vibrational spectrum for Model G with partial cage including three 
Si-Si bonds. 
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The seven scaled spectra for Models of A through G were compared with the observed 
spectra, and Modal A was selected based on the agreement between the calculated and 
observed spectra for the further study. The visual comparison is shown in Figure 11 
for the selected Model A.  A small but independent peak is seen at 892 cm-1 in the 
calculated spectrum.  It may be related to the observed 875 cm-1 peak. 

Figure 11: Calculated absorption spectrum for Model A and FTIR spectra for hydrolysed Si2Cl6,
Si3Cl8 and Si4Cl10.

Reaction mechanism for the internal oxidation
The reaction mechanism for the internal oxidation with H2 formation is explored by 
using Model A.  The liberation of H2 accompanying the explosive reaction was actually 
observed. The internal oxidation with H2 formation has been suggested by Britton [1] 
and Timms [2].
The internal oxidation can be divided into two categories, that is, intramolecular and 
intermolecular reactions. The former possibility was explored in this study. 
One reaction path for the intramolecular oxidation was thus found.  The schematic 
potential energy surface along the path is shown in Figure 12.  The path is composed 
of three transition states (saddle point structures) and two metastable states (equilibrium 
structures) in between as well as the reactant (Model A) and the products.  The energy 
barrier of each step is evaluated from the difference of the total electronic energy plus 
nuclear repulsive energies between the transition state and the stable/metastable state.  
The zero-point energy associated with the vibrational motion was corrected for those 
energy values.  The corrected energies for the five states relative to Model A are shown 
in square brackets.  
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The first step starting from Model A molecule includes 1,2-transfer of OH group and 
dissociation of Si-Si bond.  Elimination of a H2 molecule occurs in the second step. The 
third and the last step consists of 1,2-transfer of H atom and closure of the open ring. 

Figure 12: Schematic presentation of the potential energy surface for the intramolecular
oxidation process in Model A calculated at the MP2/6-31G* level.  The potential energy values 
given in [ ] are corrected for zero-point energy. 

The three steps or elementary reactions are illustrated in Figures 13, 14 and 15
respectively.
The overall chemical reaction is represented as

Si8H10O14 Si8H8O14 + H2                                                             (1)

The number of Si-Si bonds per molecule decreases from four to three according to the 
reaction, which is found to be significantly exothermic. 
This is possibly the initial ignition stage or the trigger of the explosion since the overall 
explosion reaction is thought to be still more exothermic.

Figure 13:  1,2-transfer of OH group and dissociation of Si-Si bond the via the transition state
“A-Adts-32-mp2”. 
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Figure 14: Elimination of a H2 molecule via the transition state “A-Adts-82-mp2”.

Figure 15:  1,2-transfer of H atom and ring closure via the transition state “A-Adts-9-mp2”.

Conclusion
The ab initio molecular orbital calculations were successfully applied to the modeling 
of the explosive molecule, which was based on the available information obtained in 
the investigation of the cause of the accident and found in the literature. 
The optimized structure of the model is described as a partial hexahedral cage
composed of four Si-Si bonds, seven Si-O-Si bonds and one open ring.  Four Si-Si 
bonds are schematically in parallel configuration.  Three H atoms and seven OH groups 
are attached to eight Si atoms on each corner of the hexahedron.  There is a hydrogen 
bond in the area of the open ring. 
A possible intramolecular reaction path was found.  The reaction path is composed of 
three serial steps with three transition states and two metastable states in between. The 
reaction is significantly exothermic and includes oxidation of a Si-Si bond and 
formation of a H2 molecule, which is qualitatively consistent with the observation.  The 
reaction may be interpreted as the initial ignition stage of the explosion. 
The intermolecular reaction path for the internal oxidation will be explored in the next 
step.  Finally we will consider the explosion mechanism on the basis of the results 
obtained so far and in the next step. 
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3SiO(g) + CO(g) = 2SiO2(s,l)+ SiC(s) ∆Ho
1500

o
C =  -1380 kJ/mol (4) 

SiC (s) + SiO (g) = 2 Si(l) + CO (g) ∆Ho
2000

o
C  =  167 kJ/mol (5) 

SiO2(l) + Si(l) = 2SiO (g) ∆Ho
2000

o
C =  599  kJ/mol (6) 

2SiO2(s,l) + SiC (s) = 3SiO (g) + CO (g) ∆Ho
2000

o
C =  1364 kJ/mol (7) 

The final product: Silicon is produced by reaction (5) at temperatures above 18110C. 

The gas in the Si-furnace is a mixture of CO and SiO at 1 atm. pressure. To produce 

Si at 1811 0C by reaction (5), partial pressure of SiO must be higher than 0.67 [2]. To 

achieve a high Silicon yield, SiO-gas should preferably be produced at temperatures 

above 1811oC. For reactions with quartz, reaction (6) and (7) a slow reaction rate at 

low temperatures is thus preferable. 

SiO produced at lower temperatures than 1811 oC, e.g. higher up in the furnace may 

either react with carbon to SiC by reaction (2), be captured in the furnace by reaction 

(3) and (4) or leave the furnace with the off-gas. Reaction (3) and (4) are highly

exothermic. A surplus of SiO produced in the lower part of the furnace that condenses

in the upper part will thus transport energy to  increase the temperature in the upper

part of the furnace.

To achieve a high silicon yield, the SiO gas must not leave the furnace with the off-

gas, but react according to reactions (2), (3) or (4). The reaction products from (3) and 

(4), the "condensates" are sticky, will glue the charge materials together and hinder 

material and gas flow in the furnace. Gas flow and permeability in Si-furnaces are 

believed to be more affected by condensates than by amount of fines and size 

distribution. At 1726 oC. SiO2 melts to viscous fluid that will also affect material and 

gas flow as well as reaction rates. Softening of SiO2 particles giving a semi--molten 

surface that start before they reach the melting temperature will also reduce gas 

permeability and reaction rates.  

Phase transformation in quartz 

When quartz is heated, its structure will change to different SiO2 polymorphs as 

shown in the phase diagram in Figure 2 [6].  

Figure 2. SiO2 phase diagram [6] 
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When heated in air at 1 atm α-quartz is transformed to β quartz at 573 °C. This 

transformation is fast and will be reversed during cooling. It will lead to an increase in 

volume of around 0.4% According to the phase diagram tridymite will be formed at 

873°C. It is debated if this phase change really will take place or if β quartz 

alternatively will be transformed directly to β cristobalite at a temperature somewhere 

between the temperature for tridymite formation from the phase diagram and the 

melting temperature for SiO2 at 1711 °C. During this transformation, the volume will 

increase with around 17%. When it is cooled, β cristobalite is transformed to α-

cristobalite and not back to the stable phase, α-quartz. The large increase in volume 

by the phase transformations will give a lower density and a higher specific surface 

area after heating. Cracking as a result of the volume change will contribute to the 

higher surface area. The transformation from α-quartz to β-cristobalite is slow and in 

experiment by Wiik [7], the quartz was heat treated at 1400 oC for 5 days in order to 

achieve complete transformation to cristobalite. The rate for the phase transformation 

from α-quartz to β-cristobalite has as illustrated in Figure 3 been shown to vary 

considerably between different quartz sources [8,9]. With further heating, the quartz 

will soften and melt. The melting temperature is 1726 oC. During heating the quartz 

will first start to soften, normally at a temperature lower than 1726 oC, and not be 

completely molten until the temperature is considerably higher than 1726 oC. Melting 

properties vary as shown in Figure 3 between quartz sources and depend on heating 

rate. [8,10]. 
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Figure 3Amount of cristobalite and amorphous silica in different quartz samples after 

heating for 1 hour at 1500 °C. Softening temperatures for sample Qz 1-11 are also 

included.[8] 

Amount of cristobalite has earlier been proposed [8, 11] to be of importance for 

reaction rate. Ongoing unpublished research has so far not given any conclusive 

results regarding this. The α-quartz – β cristobalite transformation is as described by 

Wiik [7] assumed to go through an amorphous phase. The amorphous phase is 
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expected to be more reactive than the crystalline phases and might as indicated by 

Doris [11] also affect the melting properties, possibly giving a lower softening 

temperature. Amount of amorphous phases may thus be of importance for reactions 

and performance in Si-furnaces. Appearance of the amorphous phase has in addition 

to earlier investigations [8] recently been investigated as summer and student project 

by Kjelstadli [12,13]. Results from these and earlier investigations are here 

summarised and discussed. 

Formation of cristobalite and amorphous phase were investigated by heating of quartz 

in air in a rapid heating furnace by the method described by Ringdalen [8]. The 

amounts of different phases in the samples were measured by quantitative XRD. 

(Bruker D8 advance with the software Diffrac Plus Topaz). The amount of amorphous 

silica was determined by the method described in detail by Kjelstadli [13]. The main 

principle is to add a known amount of a crystalline phase, and to calculate amount of 

amorphous silica based on this known amount and the XRD measurements. The bias 

in the measured results is calculated to ± 2 weight % (absolute %). 

Amount of cristobalite and amorphous silica after a certain heating time were in 

earlier investigations [8] found as illustrated in Figure 3 to vary considerably between 

different quartz sources. It was also as shown in Figure 4  found that amount of 

amorphous phase first increased up to a level and the decreased again while amount of 

cristobalite increased. The rate of formation of amorphous silica and its maximum 

values also varied between different quartz sources. The described trend in amount of 

amorphous phase is taken as a strong support to the theory [11] that cristobalite 

formation goes through an amorphous phase.   

Figure 4 Effect of time on formation of cristobalite and amorphous silica when 

different quartz sources are heated in air at 1500 °C [8]. 

At 1500 oC, transformation to cristobalite is relatively slow. In order to evaluate its 

effect of reactions with silica, it will be important to know if the intermediate 

amorphous phase is formed also when the transformation takes place at higher 
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temperatures. Cristobalite formation in one of the quartz sources, Qz 9 was therefore 

investigated at higher temperatures by KjelstadliKjelstadli [12, 13]. The data from the 

different investigations of Qz 9 are combined in Figure 5. 
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Figure 5 Effect of temperature and time for formation of cristobalite and amorphous 

silica for one quartz source, Qz 9, heated in air. Investigations at 1500 oC and at 1600 
oC after 6 hours by Ringdalen [8] and the remaining investigations from Kjelstadli 

[12, 13] 

When quartz Qz 9 is heated to 1600 °C and 1700 °C, amount of amorphous silica will 

act similarly as when it is heated to 1500 °C, first increase and then decrease again, 

while amount of cristobalite increase continuously. Transformation from β-quartz to 

cristobalite thus seems to go through an amorphous phase at temperatures from 1500 
0C and higher. Maximum amount of amorphous silica and rate of formation of 

cristobalite and amorphous silica increase with increasing temperature. Even at 

temperatures as high 1700 °C, it takes more than 1 hour before the investigated 

quartz, Qz 9 is completely converted to cristobalite. After 30 minutes, the sample 

contains 60 % amorphous silica. It is hence likely that quartz at its melting 

temperature of 1726 °C will contain some amorphous silica that may effect the 

melting properties of the quartz. 

The results in Figure 5 are based on quartz particles in the size 1-2.8 mm with an 

average size of 1.9 mm. The effect of size was investigated by Kjelstadli [13] in the 

same apparatus by using larger pieces, average sizes 33 mm and 42 mm. An 

intermediate amorphous phase was as shown in Figure 6 also present during 

cristobalite formation in these larger particles. In these investigations, only one 

particle was used. The weight of one 33 mm particle is 50 gram, the same as the 

weight used in the investigations of 1-2.8mm particles. One 42 mm particle weighs 

100 gram, twice the mass used in the other investigations. Only one sample has been 

tested for each of the conditions. Statistical data for the samples are thus not known 

and the results are only indicative. Amorphous content in the 33 mm sample heated 

for 20 minutes is contradictory to other results and in further discussions regarded as 

an outlier.  
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