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Abstract. Traditional intrusion detection systems (IDSs) often rely on
either network traffic or process data, but this single-source approach
may miss complex attack patterns that span multiple layers within in-
dustrial control systems (ICSs) or persistent threats that target different
layers of operational technology (OT) systems. This study investigates
whether combining both network and process data can improve attack
detection in ICSs environments. Leveraging the Secure Water Treatment
(SWaT) dataset, we evaluate various machine learning models on indi-
vidual and combined data sources. Our findings suggest that integrating
network traffic with operational process data can enhance detection capa-
bilities, evidenced by improved recall rates for cyber attack classification.
Serving as a proof-of-concept within a limited testing environment, this
research explores the feasibility of advancing intrusion detection through
a multi-source data approach in ICSs. Although the results are promis-
ing, they are preliminary and highlight the need for further studies across
diverse datasets and refined methodologies.

1 Introduction

As industrial environments grow increasingly interconnected, with the prolifera-
tion of technologies such as the industrial Internet of Things (IIoT) and Industry
4.0, the security of ICSs becomes ever more critical. ICSs are the backbone of
critical infrastructure, overseeing and automating processes in sectors such as en-
ergy, water treatment, manufacturing, and transportation. The convergence of
information technology (IT) and operational technology (OT) in these systems
has improved efficiency but also exposed ICSs to a wide range of cyber threats
[4,28]. Cyber attacks targeting ICSs can have catastrophic consequences, ranging
from operational disruption to physical damage and even loss of life, as many
ICSs components are responsible for real-time control of physical processes. Most
conventional IDSs focus on IT environments, emphasising data confidentiality.
However, in the OT context of ICS, availability is the paramount concern, as
systems must remain continuously operational to avoid disruption of critical
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services [9]. This shift in priorities, coupled with the unique operational char-
acteristics of ICS, necessitates the development of specialised IDSs tailored to
detect both network and process anomalies.

1.1 Research Motivation and Problems

The integration of network traffic data with operational process data is a promis-
ing approach to improving the detection capabilities of IDSs in ICS environ-
ments. While network-based IDSs (NIDSs) monitor network traffic for suspi-
cious patterns, they often miss anomalies within the physical processes them-
selves. Conversely, process-based IDSs focus on deviations in the behaviour of
the physical components, such as programmable logic controllers (PLCs) and
sensors, but may lack the broader context provided by network data. This study
explores the potential for enhanced detection capabilities by incorporating both
OT and IT data. This preliminary approach is not intended to replace exist-
ing detection frameworks but rather to assess the viability of enriching them
with complementary data sources. Specifically, this research aims to answer the
following questions:

– How can machine learning models be applied to detect anomalies across both
network and process data in ICSs?

– Does the integration of these two data types improve the overall detection ca-
pabilities and reduce false positives compared to models trained on network
or process data alone?

– What are the limitations of current intrusion detection approaches, and how
can this research contribute to overcoming them?

1.2 Main Contributions

This research tries to contribute to the field of ICS security in these aspects:

– Integrated Anomaly Detection: We propose an approach that combines net-
work traffic data and process data to improve the detection of cyber attacks
in ICS environments. This hybrid approach enables a more comprehensive
detection strategy by capturing both network anomalies and operational de-
viations.

– Evaluation on Real-World Data: Using the Secure Water Treatment (SWaT)
testbed dataset from iTrust Labs, this study evaluates machine learning mod-
els on realistic ICS data. The SWaT dataset includes both network and pro-
cess data, providing a rich environment for testing IDSs approaches.

– Machine Learning Models for ICSs: A range of machine learning models,
including Decision Trees, Random Forests, Support Vector Machines (SVM),
and Neural Networks are applied. This research explores how these models
perform binary classification, trained on a combined dataset compared to
when they are trained on either network or process data alone.
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– Actionable Insights: By evaluating the results from our models, on the vari-
ation of datasets, we try to explain what benefits might come from viewing
all assets in an ICS as potential sensor or agent for anomaly detection.

The remainder of this paper is organised as follows: In Section 2, we start
with an overview of ICSs, discuss their key components and security challenges,
then review related work in the field of IDSs for ICSs. In Section 3 we intro-
duce the SWaT testbed and describe its relevance to the research. Section 4
outlines the methodology used in this study, including data preprocessing and
model training. Section 5 presents the experimental results and discusses their
implications. Finally, Section 6 concludes the paper and suggests directions for
future research.

2 Preliminaries

2.1 Overview of ICSs

ICSs integrate hardware, software, and network systems to monitor, control, and
automate physical processes. These systems are essential for managing large-
scale industrial operations that require precise and continuous control, where
downtime can have severe economic, environmental or safety impacts [28].

ICSs consist of several core components that interact to ensure efficient, re-
liable, and safe industrial operations. Some of these components include:

– Programmable Logic Controllers (PLCs): programmable logic con-
trollers (PLC)s are industrial computers designed to execute control tasks
based on real-time input from sensors. They play an role in automating
processes, such as opening valves, starting pumps..

– Supervisory Control and Data Acquisition (SCADA): SCADA sys-
tems provide a supervisory layer that enables operators to monitor and con-
trol industrial processes remotely [10].

– Human-Machine Interface (HMI): human machine interfaces (HMI)
systems serve as the primary interface between operators and ICSs.

– Remote Terminal Units (RTUs): remote terminal units (RTUs) serve as
field devices that communicate with supervisory control and data acquisition
(SCADA) systems and PLCs to collect and send process data from remote
locations [29].

2.2 Cybersecurity Challenges in ICSs

With the rise of Industry 4.0 and the Industrial Internet of Things (IIoT), ICSs
are now increasingly interconnected with enterprise IT networks, exposing them
to cyber threats that were not considered during their initial design. This conver-
gence of information technology (IT) and OT brings both advantages in terms
of improved monitoring and control but also introduces new cybersecurity chal-
lenges [4]. Unlike traditional IT systems, where confidentiality of data is the top
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priority, the most critical aspect of ICSs is availability, followed closely by in-
tegrity [9]. Interruptions to control systems can lead to physical damage, safety
incidents, or production halts, which makes continuous and reliable operation
paramount. There are several key challenges in securing ICSs:

– Legacy Systems: Many ICSs are built on legacy hardware and software
that were not designed with cybersecurity in mind. These systems often lack
the ability to receive security updates, leaving them vulnerable to exploits.

– Proprietary Protocols: ICSs frequently rely on proprietary communica-
tion protocols, such as Modbus, DNP3, and common industrial protocol
(CIP). These protocols may lack encryption or strong authentication mech-
anisms, making them targets for cyber attacks.

– Lack of Patching and Updates: ICSs are often not updated as frequently
due to concerns about disrupting critical processes. This leads to prolonged
exposure to potential cyber threats.

– Increased Connectivity: The convergence of IT and OT has increased
connectivity between industrial control networks and external systems, which
introduces a wider attack surface for cyber adversaries. As more devices are
connected to the Internet or enterprise networks, they become susceptible to
malware, ransomware, and other external attacks.

– Insider Threats: In addition to external attacks, ICSs are also vulnerable to
insider threats, where employees or contractors with authorised access may
misuse their privileges to compromise systems. This makes robust monitoring
and intrusion detection crucial [28].

2.3 Multi-layer Security: the Purdue Model

To address these challenges, ICSs security follows the Purdue Enterprise Refer-
ence Architecture (PERA), commonly referred to as the Purdue Model [4]. The
model divides ICSs into different layers, each representing different operational
zones within an industrial system:

– Level 0-1: Process Control: These levels include the physical devices and
sensors that interact directly with industrial processes, such as actuators,
sensors, and PLCs. Security at this level focuses on protecting the real-time
control of physical processes.

– Level 2: Supervisory Control: This level includes HMI and SCADA sys-
tems, which provide operational oversight and process visualisation. Security
concerns here include preventing unauthorised control and ensuring accurate
reporting of process data.

– Level 3: Operations Management: At this level, the focus shifts to pro-
duction management systems and databases that track operational perfor-
mance. Security at this level is concerned with protecting sensitive opera-
tional data and preventing disruptions to production schedules.

– Level 3.5: DMZ: This level forms the boundary between the enterprise
IT network and the OT network, often containing firewalls, IDSs, and other
security mechanisms that help segregate the two environments.
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By segmenting networks and applying security controls at each layer, the Purdue
Model enhances the ability of ICSs to withstand and contain cyber attacks. Each
layer is protected individually, ensuring that if one layer is compromised, the
attack cannot easily spread to other parts of the system.

2.4 Intrusion Detection aided by Machine Learning

IDSss have long been a central part of cybersecurity countermeasures, particu-
larly in information technology environments. Machine Learning (ML) has be-
come a central focus in enhancing the detection capabilities of IDSss, both in
traditional IT systems and, increasingly, in ICSs environments. Techniques such
as Decision Trees [25], Random Forests [6], Support Vector Machines [8], and
Neural Networks [11] have been widely applied to anomaly detection in network
traffic. In IT environments, these models have shown considerable promise in
detecting intrusions, malware, and other cyber threats, especially in scenarios
where traditional signature-based systems fail. In ICSs, these techniques must be
adapted to handle the operational constraints and real-time requirements specific
to industrial systems, as well as the distinct characteristics of the process data.
The complexity of modern ICSs environments, characterised by heterogeneous
networks, proprietary protocols, and a mix of legacy and modern equipment, re-
quires customised IDSss that can integrate both the network and the processing
of data to detect cyberphysical threats [10].

Some research efforts have been made on ML-aided intrusion detection for
ICS environments. Research by Goh et al. [12] developed a deep learning-based
IDSs specifically for ICSs, leveraging process data to detect anomalies. Their
work highlights the potential for deep learning to improve detection accuracy
by modelling the complex relationships between sensors, actuators, and control
systems. Similarly, Kravchik and Shabtai [19] employed convolutional neural
networks (CNNs) to detect cyber attacks in ICSs, demonstrating how ML tech-
niques can process high-dimensional time-series data to uncover subtle anoma-
lies. There is also an increasing focus on hybrid approaches that combine both
network and operational data. Studies have shown that combining network-based
and process-based anomaly detection can significantly improve overall security
posture by identifying attacks that target both network infrastructure and phys-
ical processes managed by ICSs components [16]. Konijn [17] presented a com-
prehensive study that integrates network traffic and process data to enhance
IDSs capabilities in industrial environments. This multi-domain approach aims
to detect complex, multi-stage cyber attacks that affect both network communi-
cations and physical processes. Konijn highlighted that much of the literature in
ICSs security focuses either on network or physical sensor data, with few stud-
ies investigating their integration. This gap is particularly critical for detecting
sophisticated attacks, such as advanced persistent threats (APTs), which of-
ten span multiple layers of the Purdue model. Shalyga et al. [26] proposed an
anomaly detection system that integrates network traffic and operational data
using neural networks to detect cyber attacks targeting ICSs. This multilay-
ered approach is effective in detecting attacks that traditional network intrusion
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detection systems (NIDS) might miss, such as those that directly manipulate
process variables. Similarly, Jadidi et al. [16] introduced a layered IDSs designed
to detect flooding attacks in ICSs environments. Their system combines net-
work traffic analysis with physical sensor data, demonstrating the importance
of multi-domain analysis for comprehensive intrusion detection. The inclusion of
both data sources allows for the detection of attacks that would otherwise be
missed if only one data type were considered.

While significant advancements have been made in IDSs for ICSs, the in-
tegration of ML techniques and multi-domain data remains a critical area for
further research. This work seeks to contribute to the field by combining net-
work and process data to enhance anomaly detection capabilities, building on
the foundation established by earlier studies.

3 SWaT Testbed

The testbed SWaT, developed by iTrust Labs at Singapore University of Tech-
nology and Design (SUTD), is a high-fidelity ICS testbed that simulates the
operation of a modern water treatment facility [20]. Commissioned in 2015 with
support from the Ministry of Defence (MINDEF) of Singapore, the testbed is
designed to provide researchers with a realistic environment to study cyber-
physical security threats in ICSs environments. The SWaT testbed is widely
used in academic and industrial research, particularly in the areas of anomaly
detection and other cybersecurity solutions.

The testbed spans approximately 90 square metres and consists of six dis-
tinct stages that collectively simulate a real-world water treatment process, from
raw water intake to reverse osmosis and membrane cleaning. Each stage is con-
trolled by Programmable Logic Controllers (PLCs) and other industrial grade
devices commonly found in OT environments [20]. This infrastructure closely
mirrors that of modern water treatment plants, making it an ideal platform for
studying the impact of cyber attacks on both physical processes and network
infrastructure.

3.1 Architecture of the SWaT Testbed

The SWaT testbed is designed around six sequential stages of water treatment:

– P1: Raw Water Supply - pumping raw water into the system.
– P2: Chemical Dosing - adds chemicals for purification and water safety.
– P3: Ultrafiltration - filtering out particles from the water.
– P4: De-chlorination via Ultraviolet (UV) Light - using UV light to

remove chlorine and other contaminants.
– P5: Reverse Osmosis - purifying water by filtering it through membranes.
– P6: Backwash Cleaning - cleaning the ultrafiltration membranes to pre-

vent fouling.

6



Fig. 1. Network Architecture of the SWaT Physical Process [20]

Each stage is equipped with its own sensors, actuators, and PLC to control
the operation of the physical processes. The control system in the SWaT testbed
mimics those in real industrial environments, where physical processes are closely
monitored and controlled by a network of PLC, HMI, and SCADA systems [20].
In addition, the SWaT testbed is segmented according to the Purdue Model,
with different network zones assigned to different functional areas, such as the
plant floor, the control room, and the enterprise network.

3.2 Cybersecurity Research on the SWaT Testbed

The SWaT testbed has been used in numerous cybersecurity studies to evaluate
the effectiveness of IDSs, intrusion prevention systems (IPS), and other defensive
mechanisms in ICSs. By providing real-time access to both network traffic and
physical process data, the testbed allows researchers to simulate and study the
impact of various cyber attacks on critical infrastructure.

The SWaT dataset, publicly available through iTrust Labs, contains both
normal operation data and data collected during a series of staged cyber attacks
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Fig. 2. Block Diagram of the SWaT Physical Process [20]

on the water treatment process. These attacks include manipulation of PLCs,
sensor spoofing, and other tactics that affect both the physical and network layers
of the system. The dataset includes logs of sensor readings, actuator states, and
network traffic, making it an ideal resource for the development of machine
learning-based IDSss [20].

Researchers have used the SWaT dataset to study a wide range of attack sce-
narios, including insider threats, network-based attacks, and attacks on physical
processes. One of the key strengths of the SWaT testbed is its ability to provide
a comprehensive view of both the network and physical layers, enabling a deeper
understanding of how cyber attacks propagate through ICSs environments and
affect physical processes.

In this study, the SWaT dataset is used to evaluate the performance of vari-
ous machine learning models for anomaly detection in ICSs. Using both network
traffic data and physical process data, this research aims to investigate the poten-
tial benefits in detecting attacks at various levels in ICSs that may go undetected
by more traditional IT based IDSs. The data set provides a unique opportunity
to explore the interplay between network and process anomalies, offering insight
into how these systems can be protected, as well as providing valuable insight
from cyber physical threats.

4 Methodology

This section outlines the dataset, preprocessing steps, machine learning models,
feature extraction techniques, and the evaluation metrics used in the study.
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4.1 A6 - dataset

The dataset used for this research, the A6 dataset from iTrust, is derived from
the SWaT testbed, described in Section 3. Most importantly, this dataset consists
of two main data streams:

1. Network traffic data: Captures communication between PLC and other
devices, including network logs, packet details, and communication protocols.
In terms of the Purdue Model 2.3, this would be data laying on layer 1
through 3 (and 3.5).

2. Process data: Includes sensor readings and actuator states from the various
stages of the water treatment process. These data points are critical for
monitoring the physical behaviour of the system. From the Purdue Model
2.3, this would be items at layer 0.

The dataset comprises normal operation data, as well as data collected during a
series of staged cyber attacks, which target both the network and physical layers
of the system [20]. The attacks include various forms of network intrusions, sensor
spoofing, and manipulation of actuators, simulating real-world cyber-physical
threats. This dual-domain dataset is ideal for testing intrusion detection systems
that can monitor both network and process anomalies.

4.2 Network Data Extraction with Zeek

Zeek is an open-source tool designed for network traffic analysis, capable of
dissecting network packets and producing structured logs that provide detailed
insights into the behaviour of communication protocols and network traffic pat-
terns. Zeek’s flexibility in supporting custom log generation allowed us to tailor
the analysis to focus on the key communication logs relevant to the SWaT testbed
experiment.

In this work, we focused on three specific types of logs generated by Zeek:
cip.log, conn.log, and process variable communication. These logs were se-
lected based on their relevance to different layers of the Purdue Model, ensuring
a comprehensive analysis of the interactions.

– conn.log: The conn.log provides a general overview of the network con-
nections in the system, recording details such as source and destination IP
addresses, protocol types, connection durations, and byte counts. This log
gives insight into the overall network traffic, corresponding to Purdue Level
3. It is particularly useful for identifying network-level anomalies, such as
unauthorised connections or unusual traffic patterns that might indicate the
presence of a network-based attack.

– cip.log: This log captures communication using the CIP, a widely used pro-
tocol for communication between PLC and other industrial devices in the
OT environment. By analysing cip.log, we gain visibility into the commu-
nication between critical industrial components (Purdue Level 1 and 2) and
can detect deviations from normal protocol behaviour.
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– Process variable communication: Process data, collected from sensors
and actuators, corresponds to Purdue Level 0 (sensors and actuators). In
this research, process data was collected alongside network data, allowing
us to monitor the behaviour of physical processes. This dual-layer approach
enables the detection of anomalies that may not be visible through network
traffic alone, such as sensor spoofing or manipulation of actuators.

The combination of these three data sources allows us to map different layers
of the Purdue Model to the corresponding logs, creating a comprehensive view
of both network-level and process-level interactions. The choice of focussing on
conn.log, cip.log, and process variable communication was a deliberate deci-
sion aligned with the hierarchical structure of the Purdue model 2.3 as well as the
availability of data in our dataset. By having logs that reflects both the high-level
network communications to low-level physical process variables we aim to cap-
ture new aspects and correlation from the ICSs. This layered approach mirrors
the multilayered security strategy advocated by industrial security frameworks,
such as ISA/IEC 62443 [1], and highlights the importance of monitoring all layers
of ICSs to detect anomalies in the physical and network processes.

4.3 Feature Extraction from Zeek Logs

Once the Zeek logs were generated, the next step is to extract meaningful features
for machine learning models. Feature extraction from the conn.log and cip.log
files focused on identifying key attributes related to the communication flow
between components and identifying anomalous behaviours indicative of cyber
attacks. Key features extracted from these logs include:

– conn.log: Source and destination IPs, port numbers, duration of connec-
tions, protocols used, packet sizes, and connection status. These features
help in identifying unauthorised connections, port scanning activities, or
unusual traffic patterns that may suggest a Distributed Denial of Service
(DDoS) attack or a network intrusion.

– cip.log: Specific attributes related to CIP communication, such as com-
mand types, response codes, and message sizes. These features are critical
for detecting anomalies in the control communication between PLCs and
sensors or actuators, which could indicate a manipulation of industrial pro-
cesses.

– Process Variable Communication: Sensor readings (e.g., flow rates, pres-
sure, valve states) were treated as time series data. Key features included
average values, standard deviations, and abrupt changes or spikes that could
indicate a manipulation of the physical system. This layer provides insight
into whether the observed network anomalies correspond to actual changes
in the physical process.

These extracted features formed the basis of our machine learning models, pro-
viding a combination of network-level and process-level data that enables the
detection of both traditional IT-based attacks (e.g., unauthorised access, DDoS)
and OT-based attacks (e.g., sensor spoofing, actuator manipulation).
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4.4 Data Preprocessing

Before training the ML models, several preprocessing steps were applied to en-
sure the quality and usability of the dataset:

– Handling Missing Data: Missing or corrupted data points in both network
traffic and process logs were handled through interpolation where possible.

– Data Labelling: The dataset contains semi-labelled data, with timestamps
indicating known attack windows. Data within these windows were labelled
as “malicious”, while data outside were considered “benign”. Given the lack of
precise attack indicators in the dataset, this labelling was manually aligned
with the attack events documented in the SWaT testbed timeline [20].

– Normalisation: To ensure that all features were on a comparable scale,
especially for models sensitive to feature scaling (such as Support Vector
Machines), min-max normalisation was applied. This step ensures that each
feature’s values fall within a specific range, preventing any feature from dom-
inating the learning process due to its scale.

4.5 Feature Engineering for Anomaly Detection

One of the critical steps in this research was the extraction of meaningful fea-
tures from the raw datasets. For both network traffic and process data, feature
engineering was used to highlight patterns that might be indicative of cyber
attacks. While it’s not feasible to discuss every feature in detail, we focused on
those that provided a general context for both network and process behaviour.
In particular, features that did not lend themselves well to aggregation, such as
specific IP address columns, were excluded. For example, calculating the most
frequent IP address for a one-second interval would dilute the critical indicators.
An engineer’s workstation might interact with hundreds of devices within a one-
second interval, but the presence of a single malicious command-and-control IP
would be a much stronger indicator of an attack. Removing features such as IP
source and destination allowed the models to detect general trends in traffic and
process behaviours rather than specifics. Key features included:

– Network traffic features: Packet sizes, protocol types, connection dura-
tions, and byte counts. These features capture patterns in communication
that may be altered during a cyber attack.

– Process data features: Sensor readings (e.g., pressure, flow rate) and ac-
tuator states (e.g., valve positions). Features such as abnormal sensor spikes
or actuator state changes were identified as potential indicators of a physical
process under attack.

4.6 Machine Learning Models

Several machine learning models were selected for this study based on their
proven performance in intrusion detection and anomaly detection in both IT
and OT domains:
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– Random Forests [6]: A robust ensemble method that uses multiple decision
trees to make predictions. Random Forests were chosen for their ability to
handle mixed data types and their resistance to overfitting. They also provide
feature importance rankings, which help in understanding which features
contribute most to detecting anomalies.

– Support Vector Machines (SVM) [8]: SVMs were selected for their ef-
fectiveness in high-dimensional spaces, making them suitable for identifying
complex, non-linear patterns in the dataset.

– K-Nearest Neighbour (kNN) [18]: A simple, yet effective classifier that
predicts the class of a sample based on the majority vote of its nearest neigh-
bours. kNN was used due to its simplicity and effectiveness in identifying
outliers or anomalous instances.

– Neural Networks (NN) [23]: We experimented with both shallow and
deep feed-forward neural networks, as well as a 1D-Convolutional Neural
Network (CNN) architecture. Neural Networks were chosen for their ability
to capture non-linear relationships in the data, making them suitable for
detecting subtle anomalies in both network and process data.

– Ensemble Model with Fuzzy Clustering [27]: To leverage the diverse
dataset, we implemented an ensemble model incorporating Fuzzy Cluster-
ing. This method allowed the neural network to integrate both explicit infor-
mation from the original features and implicit patterns discovered through
clustering.

4.7 Model Training and Testing

Each machine learning model was trained and tested using an 80/20 split of the
dataset. Cross-validation was employed to ensure the models generalised well to
unseen data. The models were trained on three types of datasets:

1. Network traffic data only.
2. Process data only.
3. Combined network and process data.

This approach allowed us to compare the performance of the models on different
data types and assess the benefit of integrating both data streams for anomaly
detection. For hyperparameter tuning, grid search was used to optimise param-
eters such as the number of trees in Random Forests, the penalty parameter C
in SVM, and the number of neighbours in kNN. For neural networks, different
architectures were explored, with various hidden layers and activation functions,
and dropout layers were included to prevent overfitting.

4.8 Data Selection and Aggregation

To manage the large volume of data and synchronise high-frequency network
traffic with process variables, we applied a time-aggregation technique as an
essential step in data preparation. Entries were grouped into one-second intervals
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to align with the sampling rate of the process data, enabling a unified time axis
for both network and OT datasets.

Aggregating data requires balancing data integrity with manageable granu-
larity. We used two standard aggregation techniques to simplify the data while
retaining essential information: for numerical features, we calculated the mean
within each interval to capture representative values; for categorical data, includ-
ing those transformed via one-hot encoding, we used the mode to maintain the
most frequent state within each interval. By reducing millions of raw network
packets over a 3-hour 45-minute capture window into one-second summaries,
this approach yielded a dataset that remains aligned with the temporal struc-
ture needed for anomaly detection while preserving critical details across network
and OT events.

The aggregation also helps with noise reduction and mitigates the effects of
missing values and outliers. Grouping data by intervals ensures a reliable dataset,
providing consistent feature representations for machine learning - across the en-
tire timeline. By structuring network and OT data along a common timeline,
this aggregation allows us to test our hypothesis for detecting cross-layer event
correlations within the ICS environment. While aggregation into one-second in-
tervals reduces the dataset’s size and complexity, it inevitably sacrifices some
fine-grained detail. This trade-off between granularity and data manageability
is a fine line, but in our case, necessary to enable processing and training.

4.9 Data Processing and Model Evaluation

After aggregation, several preprocessing techniques were applied to enhance data
quality and optimise the model’s detection capabilities. A primary challenge
was the class imbalance inherent in cybersecurity datasets like SWaT, where
benign instances vastly outnumber attack instances. We addressed this with
synthetic minority over-sampling technique (SMOTE) [7] to balance the datasets
by generating synthetic samples for the minority (attack) class, increasing the
likelihood of capturing anomalous behaviour.

principal component analysis (PCA) [3] was also used to reduce the data’s
dimensionality. This helps simplifying model training while retaining the “signif-
icant” or principal features. PCA is particularly beneficial for high-dimensional
datasets, as it mitigates the risk of overfitting while capturing the most impactful
data points across both network and process features.

The core focus of this research is to improve the detection capabilities of
intrusions across levels in ICSs. Our evaluation centres on Recall,

Recall =
True Positive

True Positive + False Negative
,

This focus prioritises the model’s ability to detect the majority of attack in-
stances, even at the risk of false positives. In ICSs settings, maximising recall
is essential, as missing an attack could lead to severe operational or safety con-
sequences [22]. Additionally, we calculated weighted precision by averaging pre-
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cision across classes (attack and non attack) weighted by the number of true
instances per class, ensuring a balanced evaluation in this unbalanced dataset.

5 Experiment and Discussion

5.1 Objective and Metric Choice

The motivation behind this study is to explore whether incorporating both net-
work and process data can enhance intrusion detection capabilities in ICSs.
Given the complex nature of ICS environments, this proof-of-concept research
evaluates the potential advantages of using a combined data approach. Specifi-
cally, we focus on two key metrics: weighted precision and recall.

Weighted precision addresses the significant imbalance between attack and
non-attack instances in ICS datasets, providing a more balanced view of model
performance. This metric calculates precision separately for each class (attack
and non attack), weighting the precision score by the number of true instances in
each class. By doing so, we obtain an indicator of performance that fairly reflects
the prevalence of the under-represented attack class. This measure is important
for maintaining accuracy in detecting malicious activity without excessively mis-
representing benign instances.

Recall, or sensitivity, is equally important, particularly in ICS environments
where undetected attacks can have severe operational or safety consequences.
This metric emphasizes the model’s ability to identify attack instances (true
positives) while minimising the likelihood of false negatives. Given our research
goal of improving detection for ICS security, recall provides an ideal measure of a
model’s capacity to catch attack behaviours accurately across a complex, multi-
layered environment. Together, these metrics help to assess whether combining
data sources meaningfully contributes to more reliable detection capabilities.

Weighted precision and recall were specifically chosen for this proof-of-concept
study due to the unique challenges faced in ICSs environments, where detect-
ing even rare anomalies is crucial. This focus on these metrics helps illustrate
the models’ potential in minimising false negatives within the constraints of this
preliminary setup.

5.2 Experiment setup

Each model was trained and tested on three datasets to evaluate the compara-
tive and complementary detection capabilities of network-only, process-only, and
combined datasets:

1. Network traffic data only: This dataset consists solely of network commu-
nication logs (e.g., conn.log and cip.log), capturing information such as
packet sizes, connection times, and IP addresses. Network data offers in-
sight into traffic anomalies but is often limited in detecting attacks affecting
physical processes.
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2. Process data only: This dataset includes sensor readings and actuator states
that directly represent physical process behaviour. Process data is valuable
for detecting disruptions in the physical layers of the system, such as sen-
sor spoofing or actuator manipulation, yet may miss network-centric attack
patterns.

3. Combined network and process data: Merging network and process data
provides a broader perspective on system state, integrating both traffic and
operational insights. By testing the combined dataset, this study seeks to un-
derstand if additional features from both data streams improve the model’s
ability to detect coordinated or multistage attacks that span both network
and process levels.

This approach allows us to observe the distinct contributions of each dataset
and to evaluate the benefit of integrating data sources. The results obtained from
the singular datasets can be viewed as our baseline results and could reflect the
capabilities from an IDS in our testbed who only observes the network data,
whereas in the combined network and process data section, we take a look at at
the data combinations we have available and their “new” capabilities.

5.3 Baseline Results

The baseline results, summarised in Figure 3, show the distribution of attack
recall for each dataset without applying SMOTE. To not include the SMOTE
versions in the baseline results is due their overfitting nature, which was ob-
served in preliminary tests where SMOTE introduced non-representative syn-
thetic samples, particularly in the conn.log and cip.log datasets. Among the
datasets, cip.log showed the weakest performance, likely due to noise present in
this dataset.

Fig. 3. Histogram showing the distribution of attack recall for baseline models
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5.4 Combined Dataset Results

When combining datasets (conn.log + cip.log, conn.log + process data, and
conn.log + cip.log + process data), the model performance improved, as illus-
trated in Figure 3. The expanded range of features in the combined datasets
appears to enable the models to capture the system’s state more effectively,
leading to better detection of anomalies and attack instances across the dataset.

Applying SMOTE to the combined datasets further enhanced performance
by addressing class imbalances. Unlike in the baseline, where SMOTE intro-
duced overfitting, the richer feature set in the combined datasets seems to allow
SMOTE to generate more representative samples along a broader feature-range,
resulting in more robust learning and improved recall and precision.

Fig. 4. Histogram showing the distribution of attack recall for combined models

The combined datasets, particularly the combination of network traffic and
process data, significantly improved model detection performance, as evidenced
by increases in recall and precision metrics.

6 Conclusion

This research highlights that combining network traffic data with operational
process data presents a promising opportunity to enhance and broaden the scope
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of cyber attack detection in ICSs environments. The results suggest that addi-
tional data available in OT systems can play a valuable role in improving the
depth and scope of anomaly detection. However, these findings are limited to
the specific context of the SWaT dataset and the proof-of-concept nature of
this study. Future work should extend these investigations across varied ICSs
datasets and incorporate more advanced machine learning techniques to bet-
ter assess the generalisability and robustness of integrated data approaches in
detecting complex cyber threats within industrial settings.
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