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Abstract. Blood glucose prediction is an important component of biomed-
ical technology for managing diabetes with automated insulin delivery
systems. Machine learning algorithms hold the potential to advance this
technology. However, the lack of standardized methodologies impedes di-
rect comparisons of emerging algorithms. The purpose of this study is
to address this challenge by developing a software platform designed to
standardize the training, testing and comparison of blood glucose pre-
diction algorithms. First, we design and implement the software guided
by the current literature. To ensure the platform’s user-friendliness, we
conducted preliminary testing and a user study. In this study, four par-
ticipants interacted with the software and provided feedback through
the System Usability Scale (SUS) and open-ended questions. The result
of the study was the software GluPredKit, which features a modular,
open-source architecture, complemented by a command-line interface,
comprehensive documentation, and a video tutorial to enhance usability.
The user study indicates that GluPredKit offers high usability, facilitat-
ing comparisons between different algorithms. Future directions include
continuously enhancing the software based on user feedback. We also in-
vite community contributions to further expand GluPredKit with state-
of-the-art components and foster a collaborative effort in standardizing
blood glucose prediction research.

Keywords: Software - Benchmarking - Blood glucose prediction - Ma-
chine learning - Physiological modelling.

1 Introduction

1.1 Background

Diabetes Mellitus is a global health challenge. In 2021, there was approximately
10.5%, or 537 million, of adults between 20-79 years living with diabetes. The In-
ternational Diabetes Federation predicts that the number will increase to 12.2%
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by 2045 [15]. About 8 to 9 million have type 1 diabetes (T1D) [9]. Inadequate gly-
caemic control over time can damage the heart, blood vessels, eyes, kidneys, and
nerves, increasing the probability of several health complications. Strengthening
the glycaemic regulation for these patients could improve their quality of life,
cut healthcare costs, and boost diabetics’ workforce participation, highlighting
the need for ongoing innovation in this field.

Recent advancements in technologies like Continuous Glucose Monitoring
(CGM) devices and insulin pumps have improved glucose control, yet they re-
quire manual inputs like meal announcements and carbohydrate counting [31].
The challenge lies in the slow onset of subcutaneous insulin and its high vari-
ability among individuals [8]. Insulin and blood glucose (BG) dynamics are in-
fluenced by factors like meals, sleep, exercise, stress, and the menstrual cycle
[4][13]. Non-diabetics may also exhibit significant variability in BG levels and
insulin responses, implying that stabilizing glucose fluctuations could benefit
them as well [10].

Despite technological advancements, managing diabetes remains complex.
Current systems, while advanced, fall short of providing fully automated and
personalized diabetes management solutions. More sophisticated BG prediction
algorithms that can adapt to individual variations and real-life conditions could
be used to develop enhanced artificial pancreas or decision support systems,
which could alleviate the burden of diabetes management and improve patient
outcomes [7].

There is a need for standardization in the development and evaluation of
these predictive models [16]. The current landscape is marked by diverse ap-
proaches and methodologies, leading to challenges in comparing and validating
different models. Although numerous studies claim robust algorithms for BG
prediction [2][32][14], there is a recurring limitation of validation on identical
datasets [11]. Our study aims to address the need for a standardized evalua-
tion framework. By focusing on the implementation of shared code, we seek to
enhance the comparability of BG prediction algorithms in future research.

1.2 Related Work

Historically, BG prediction has relied on physiological models. These models
take into account various factors, including insulin absorption [27] and meal
models [22]. Additionally, some models for accounting for physical activity are
proposed, using inputs such as heart rate or oxygen consumption [17]. The advent
of wearable sensors and smart devices has recently shifted the focus towards
machine learning approaches [24].

Despite these advancements, the field faces critical model comparability and
validation challenges. Jacobs et al. highlight the diversity in methodologies and
datasets, which complicates direct comparisons between different studies [16].
Initiatives such as the BG level prediction challenges in International Work-
shops on Knowledge Discovery in Healthcare Data (KDH) in 2018 and 2020
have addressed these challenges by providing standardized datasets and evalua-
tion criteria [20][19].
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Standardization efforts, while valuable, often overlook the viability in real-life
scenarios. For instance, the commonly used 30- and 60-minute prediction hori-
zons may not capture the longer-term effects of meals and insulin. Moreover,
more open code and detailed implementation information are needed to ensure
progress in model validation and adaptability. A participant in the KDH work-
shop pointed out the restrictive nature of excluding what-if scenarios in model
training and evaluations [18], which are vital for developing decision-support al-
gorithms [5]. In addition, what-if events are essential for model predictive control
(MPC) because MPC relies on evaluating counterfactual actions in the future
[26].

1.3 Study Objectives

This study aims to enhance the reproducibility, training, and comparative anal-
ysis of BG prediction algorithms.

This study aims to develop and evaluate a software for facilitating future
research and comparison of BG prediction algorithms. We implement an open-
source platform that integrates various preprocessing techniques, BG prediction
methodologies, evaluation metrics, and plots. Figure 1 offers a high-level illustra-
tion of the GluPredKit ecosystem. The platform offers a standardized approach
to facilitate data processing, algorithm training, evaluation, and comparison. It
supports fetching data from prevalent diabetes data sources, ensuring simplicity
when applying new data to existing model implementations. We assess GluPred-
Kit’s usability with a user study employing the System Usability Scale (SUS)
and open-ended questions involving a cohort of four participants.

BG prediction models that are trained using GluPredKit can be integrated
into practical applications in diabetes management, like software applications for
real-time predictions [28], applications providing decision support, or in MPC or
as an additional component for other control strategies like PID or reinforcement
learning [12].

GluPredKit addresses the limitations of existing BG prediction packages,
which often focus on single models with varying implementations. Our software
provides a unified platform for comparing and evaluating BG prediction algo-
rithms, streamlining the assessment of model improvements. Designed for versa-
tility, GluPredKit accommodates diverse dataset features, hypothetical scenar-
ios, and provides detailed visualizations, such as plots and predicted trajecto-
ries, alongside evaluation metrics. Additionally, it functions both as a standalone
package and as an integrable dependency.

1.4 Paper Structure

The "Methods" section outlines GluPredKit’s system evaluation criteria, includ-
ing the design and definition of requirements. This is followed by a description
of the user study design and participant profiles. In the "Results" section, we
present the technical compliance of GluPredKit with established requirements
and the findings from the user study. The "Discussion" section interprets these
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Fig. 1. High-level visualization of the GluPredKit ecosystem. The upper image sym-
bolize data storage and how GluPredKit acquires its data, while the bottom graph
exemplifies the potential output of BG predicted trajectories in GluPredKit. The tra-
jectories represent predictions for 120 minutes.

results, considering study limitations and suggesting directions for future re-
search. The paper concludes with the "Conclusions" section, which summarizes
key findings and discusses their significance in the field of BG prediction.

2 Methods

In designing our study, we followed a model for the research process inspired
by Oates et al. [23, p. 34]. Our study started with establishing the objectives
and design of the GluPredKit platform, drawing from current literature, expe-
rience, and logical reasoning, as detailed in 2.1. Subsequently, we implemented
the software according to these specifications and conducted preliminary tests
to ensure its functionality. For validation purposes, we engaged users in testing
the platform, enabling them to explore its different features. The method for
data collection was a questionnaire incorporating the SUS and open-ended ques-
tions. Finally, we analyzed the questionnaire responses to evaluate the platform’s
effectiveness.



Title Suppressed Due to Excessive Length 5

2.1 Design and Implementation

The complete list of our implemented components in each module in GluPredKit
is maintained in the repository’s documentation and will always be kept up to
date with the latest changes. In deciding which data sources to integrate into
the parsers module, we prioritized sources containing several relevant data types
so that each source could provide a complete dataset. We identified various
sources, including web APIs and data exports that integrate with a broad range
of diabetes equipment, as well as the benchmark dataset Ohio T1DM.

We used the identified prediction models from a comprehensive benchmark
study by Xie et al. [30]. They identified commonly used models based on linear-
and nonlinear machine-learning regression techniques and deep-learning algo-
rithms. The implemented components in GluPredKit can provide as a bench-
mark for new models presented in the future.

Recently, Jacobs et al. did a consensus study about evaluating BG predic-
tion algorithms, which formed the basis for our decided implemented evaluation
metrics [16]. RMSE, often a primary metric in conjunction with relative er-
ror measures like MAE, is a standard evaluation approach in machine learning.
However, these metrics may fall short in capturing the clinical significance of
BG predictions, as they uniformly penalize errors across the glucose range. To
address this limitation, the glucose-specific RMSE has been proposed [6] [16].
Moreover, Clarke or Parkes error grid analysis, initially designed for assessing
BG measurements [1], has evolved into widely adopted metrics for evaluating
the clinical applicability of BG prediction algorithms. These error grid zones are
defined based on actual measurements rather than predictions in future time
but serve as a valuable supplementary tool for extending the assessment using
existing metrics.

Our scatter plot, aligning with prior studies [30], compares predicted and
measured values. In addition, we introduce two novel plots: The graph in the
bottom of Figure 1 is an example of a plot of predicted BG trajectories gener-
ated using GluPredKit. The black dots indicate CGM measurements, while the
dashed lines from each measurement point demonstrate the model’s predictions
over time. Forecasted trajectories over time, in contrast to single-horizon predic-
tions, are crucial for MPC [26]. MPC is a common control approach in artificial
pancreas systems [21]. The last plot focuses on a single predicted trajectory, il-
lustrating real-time responses to events like meals or insulin injections, offering
insights into the model’s adaptability and clinical potential.

2.2 User Feedback

Pilot Testing To ensure the robustness and efficacy of our software and docu-
mentation, we undertook multiple rounds of pilot testing. In an iterative process,
this involved the authors and colleagues until we ascertained a seamless system
operation devoid of errors or ambiguities. Participants engaged in a user study
which required them to explore the software’s features and complete a survey.
Feedback garnered during these sessions, especially initial impressions, proved
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Fig. 2. Overview of the GluPredKit pipeline. This diagram delineates the sequential
stages involved in the BG prediction process, starting from data parsing from existing
datasets, through preprocessing and model training, culminating in model evaluation
and real-time predictions.

instrumental in implementing enhancements to both the software and its sup-
porting documents.

User Testing The user testing phase assessed the platform’s usability, architec-
tural integrity, and overall efficacy. The test was designed to ascertain whether
GluPredKit meets the needs of new researchers in the field by balancing user-
friendliness with essential functionality. Participants underwent a three-step pro-
cess: (1) Engage with GluPredKit’s functionalities, (2) Complete the SUS ques-
tionnaire, and (3) Respond to open-ended questions for additional feedback.

Participants. The study involved four participants, selected based on their in-
terest in BG prediction and proficiency in coding. None had prior exposure to
GluPredKit. Although the sample size may appear limited for the quantitative
evaluation of SUS scores, the specificity of our inclusion criteria naturally limits
the participant pool. Furthermore, the open-ended questions were expected to
yield some insights into the software’s effectiveness despite the smaller sample
size.

Part 1 - Testing GluPredKit Functionalities Participants received instructions
to explore various features of GluPredKit, utilizing a sample dataset in .csv
format. The usability test included tasks such as data preprocessing, algorithm
training, testing, and comparison, all performed using the platform’s command-
line interface.

Part 2 - SUS The SUS, a widely recognized industry standard for usability
assessment, consists of ten questions [3]. Participants rated each question on a
scale of 1 to 5.

Part 3 - Open-Ended Questions This section aimed to gather insights into par-
ticipants’ background knowledge and perceptions of the platform’s flexibility,
particularly regarding the code architecture. Questions also focused on the ade-
quacy of documentation, usability, and the most valuable features encountered.
Participants were asked to hypothetically estimate time savings compared to
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other software, acknowledging the absence of similar existing software for di-
rect comparison. Finally, open-ended questions solicited feedback on potential
improvements and the anticipated impact of GluPredKit, informing future de-
velopment and gauging general interest in the software.

3 Results

3.1 GluPredKit - System Description

GluPredKit consists of an open-source Python repository that facilitates the
whole pipeline of collecting new data, preprocessing the data, training a model,
and evaluating and comparing prediction models with statistical and graphical
representations. The pipeline is illustrated in Figure 2. A CLI is implemented for
users to interact with the system. The code is uploaded to PyPi to be installed
with only one command.

Detailed installation guidelines can be accessed from the PyPi documenta-
tion (https://pypi.org/project/GluPredKit/) or the project’s GitHub repository
(https://github.com /miriamkw/GluPredKit).

The software is accompanied by a video tutorial to enhance its usability
(https://www.youtube.com/watch?v=GMu_Om1gTsk).

System Architecture GluPredKit’s system architecture is a collection of mod-
ules specifically tailored to a facet of the BG prediction pipeline, as visualized
in Figure 2. The architecture is divided into distinct modules: parsers, prepro-
cessors, models, metrics, and plots. Each of these has a foundational base model
from which specific classes derive. These foundational classes define function
requirements and expected input and output formats.

Command Line Interface As illustrated in Figure 3, GluPredKit provides a
CLI that includes a suite of commands for managing the end-to-end data pro-
cessing and model evaluation workflow. The figure also depicts the file structure
in GluPredKit and the file flow for organizing the processed data, model outputs,
and evaluation results.

The GluPredKit’s functionality is initiated by the setup_directories com-
mand, which constructs a data folder with necessary subfolders. Then, the parse
command can be called, producing a raw dataset and storing it within the
data/raw directory, as shown in the figure. This dataset forms the foundation
for subsequent commands. For instance, the generate_config command relies
on the raw dataset to create a preprocessing and training configuration. Each
step in the workflow corresponds with specific directories and files within the
system’s file structure, ensuring an organized and efficient data management
environment.
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COMMAND: DESCRIPTION:

setup_directories Generate the required folder
structure.
data

parse Standardize data structure.

— raw
Generate a model preprocessing
generate_confi : 3
- 8 and training configuration
— configurations

Train one of the implemented

— trained_models train_model
models.
— tested_models
test_model Calculate evaluation metrics for a
trained model
— figures
L— reporis draw_plots Draw one or mare of the

implemented plots

Generate a standardized model

gensrate_eunlusation pet evaluation report in pdf format.

Generate a standardized model

e comparison report in pdf format.

Set whether to use mg/dL or

set_unit
= mmollL as unit in model evaluation.

Fig. 3. Overview of the CLI commands and how they interact with the file structure
in GluPredKit.

Implementation Details GluPredKit has primarily been developed using
Python. We have utilized GitHub for version control and for hosting the code in
an open-source manner. GluPredKit is available on PyPi, facilitating the use of
the CLI directly or integrating GluPredKit as a sub-component within another
system. The CLI is implemented using the click library.

In our endeavor to implement BG prediction models, we have used multiple
libraries. For instance:

— Vanilla Long Short-Term Memory

Keras, built atop TensorFlow, facilitates training our Deep Neural Networks
(DNN), specifically Long Short-Term Memory and Temporal Convolutional
Network models.

PyTorch, also a DNN library.

— XGBoost is employed for gradient-boosting trees.

— For the remaining machine learning models, we have utilized scikit-learn.

3.2 User Test Results

SUS Results Figure 4 visualizes the SUS scores for each participant, revealing
an impressive average of 86 (SD = 9). Interpreting these scores, as per [25], our
system garners an A’ grade in usability on average, though one participant falls
into the 'B’ range. Descriptively, these scores align with 'Best Imaginable’ to
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Fig. 4. Bar chart of individual SUS scores alongside a line indicating the average SUS
score.

"Good’ user experiences, indicating high usability satisfaction among the partic-
ipants.

Open-Ended Questionnaire Insights

Feedback on Software and Documentation Participants generally found the doc-
umentation well detailed, although some noted challenges in data parsing and
error feedback. Suggestions for improvement included more intuitive data pars-
ing guides and more apparent error indications.

Recommendations for System Enhancement Respondents recommended further
documentation enhancements, flexibility in DNN configuration, expanding data
source compatibility, and adding automated hyperparameter tuning. Some sug-
gested developing a user interface to broaden accessibility beyond technically
proficient users.

Impact of GluPredKit Participants anticipated significant time savings using
GluPredKit, with estimations like “10x longer without it” for comparable tasks.
They emphasized GluPredKit’s potential in advancing diabetes management
through its standardized approach and the possibility of community-driven im-
provements and educational benefits. Highlights include:

“Its standardized approach and ease of integrating and comparing new
models can significantly enhance prediction accuracy and efficiency in
diabetes management.”

and

“The most impressive part is that it encourages code contributions and
the establishment of a community around the software for continuous
improvement. [...] T also think it has an educational value. The software,
through its documentation and examples, can serve as an educational
resource for individuals entering the field of BG prediction |[...].”
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4 Discussion

In this study, we developed GluPredKit, a specialized software for BG predic-
tion algorithm comparison and evaluation. The platform has integrated a wide
range of predictive methodologies and algorithms. Community-contributions are
welcomed, and instructions for contributions are outlined in the GluPredKit doc-
umentation (https://github.com/miriamkw/GluPredKit?tab=readme-ov-file#
contributing-with-code).

We evaluated the usability of GluPredKit through user feedback. Four par-
ticipants engaged with all features of GluPredKit and then provided feedback
through a questionnaire. The SUS was chosen for its simplicity and widespread
use in assessing software usability across diverse fields. Given the small sam-
ple size of four participants, the SUS was supplemented with open-ended ques-
tions to gather more in-depth qualitative feedback. The software’s usability was
quantitatively affirmed by an average SUS score of 86 (SD = 9), indicating high
user satisfaction. The study’s qualitative feedback from open-ended questions
underscored GluPredKit’s effectiveness in addressing standardization challenges
and its educational benefits, enriched by comprehensive documentation. Partic-
ipants also offered constructive suggestions for further enhancements, such as
developing a graphical user interface, refining data parsing documentation, and
expanding the modular framework to include more components.

The field of BG prediction, as noted by Jacobs et al. [16], faces a challenge
due to the need for uniformity in methodologies, evaluation metrics, and data
usage. This inconsistency hampers research progression, as new models are of-
ten compared against varying standards. GluPredKit addresses these issues by
promoting open-source code, standardizing critical stages like data parsing and
preprocessing, and establishing consistent evaluation metrics.

There are currently no established requirements or standards for measuring
the accuracy of blood glucose predictions in terms of clinical safety. Our software
includes a CLI command for generating detailed evaluation reports on various
aspects of the models, adhering to the recommendations outlined in the con-
sensus paper by Jacobst et al. [16]. In an earlier study [29], we outlined several
recommendations for improving model development and evaluation. However,
the lack of standardized requirements highlights an important area for future
research.

If widely adopted, GluPredKit has the potential to streamline the bench-
marking of new algorithms against established ones. Its modular architecture, de-
signed around a "plug-and-play" framework, ensures compatibility with various
datasets, models and evaluation metrics. GluPredKit is intended for collabora-
tive efforts, where researchers can employ GluPredKit for iterative refinement of
their predictive models. This collaborative effort involves conducting evaluations
across diverse datasets, and making incremental improvements. If a researcher
notices that their model consistently outperforms others compared to existing
benchmarks, they can submit a pull request, contributing their enhanced model
to the academic community. This iterative and collaborative approach could el-
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evate the quality of predictive models, where GluPredKit serves as a hub for
benchmarking within the academic landscape.

However, our study has limitations, notably the small number of participants
in the user study, which may only partially capture the broader range of poten-
tial users. Furthermore, replicating existing studies poses inherent challenges,
although our results closely align with established findings. A key design goal
for GluPredKit was to balance flexibility with simplicity, avoiding unnecessary
complexity.

The use of sensitive health data in our research involves important ethical
considerations regarding data privacy. To address these concerns, we strictly ad-
here to the stipulations outlined in the Data User Agreements associated with
the dataset. In addition, we have developed and implemented an internal proto-
col for safe data handling, in collaboration with our institution’s research data
support service. This protocol includes minimizing data copies, avoiding au-
tomatic synchronization servers, employing secure VPN connections, enforcing
strong password protection, and ensuring the prompt deletion of data following
analysis.

5 Conclusion

This study presents the design, development, and user evaluation of GluPred-
Kit, a software platform aimed at standardizing BG prediction and facilitating
comparative analysis of both existing and future algorithms. Our contributions
include the implementation of a standardized pipeline for data acquisition, pre-
processing, model training, and evaluation, along with the integration of recent
evaluation guidelines. We also developed a CLI and created a video tutorial to
support the community in adopting and extending the platform. Additionally,
we conducted pilot testing and a user study, using SUS score analysis and open-
ended questions to gain qualitative insights into the user experience.

While the small sample size of four participants limits the generalizability of
the user study, this testing provided valuable feedback for future enhancements.
Key opportunities for future work include addressing the lack of established
standards for evaluating the clinical safety of BG predictions and implementing
the usability improvements suggested by the participants. Moving forward, our
goal is to integrate data-driven BG prediction into clinical practice, ultimately
enhancing diabetes care and outcomes.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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